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ABSTRACT

Previous experimental work demonstrates the powelassical theories of economic
dynamics to accurately predict major features afgpdynamics in multiple market
systems. Building on this literature, this stuthplements experimental markets
designed after extreme environments identified ¢gr§1960) and Hirota (1981). These
environments provide insight into two important eomic questions: (a) do markets
necessarily converge to a unique interior equililor? and (b) which model, among a set
of classical specifications, most accurately charaes observed price dynamics? Our
first result demonstrates that the dynamic propeftiexpanding price orbits" exists,

with prices spiraling outwardly around the equililon prices in the directions predicted
by the theory of disequilibrium price dynamics. rGacond result establishes properties
of partial equilibrium theory in an unstable gemeguilibrium environment. Price
changes in a market reflect the magnitude of exdesgnd of that market, with excess
demand in other markets making second-order catinibs to predicted price changes.
These results support the fundamental principleaacded by Walras and others, that the
direction of price change in a given market depeadg on the sign of its own excess
demand. This excess demand may depend on mamg pioiat unless disequilibrium is
severe the sign of the price change does not depetite magnitude of excess demand
in other markets.

! The financial support of the John Templeton Fotindaand the Caltech Laboratory for Experimental
Economics and Political Science are gratefully agkdedged. Comments of Peter Bossaerts, Anjan
Mukherji and Bill Zame contributed significantly.



1. Introduction

The paper studies and experimentally confirms kigtence of cyclical and exploding
price dynamics predicted by the theoretical workSaarf (1960) and Hirota (1981). In
doing so, the study lends support to the clasgigatiples underlying models
characterizing multi-market dynamics. Previousazipental work demonstrates robust
convergence of prices to the competitive equilirigpossibly punctuated by aspects of
local instability and bubble-like price patteridany of these studies explored
theoretically well-behaved environments in which ghredictions of equilibrium analysis
and multi-market price dynamics stand broadly icoad. Predictions of unbounded
divergence and the possibility of perpetual priement suggested by Scarf and
Hirota’s model of price dynamics, which stand imghcontrast to the predictions of
equilibrium, had not yet been explored in the labony setting. In so doing, we identify
the underlying principles driving price dynamicsdevices that underscore the positive
value of general equilibrium theory for understaigdinarket behavior.

The Scarf (1960) and Hirota (1981) models conguliee formation from the abstract
perspective of a Walrasian auctioneer capable asomng excess demand at
disequilibrium prices without implementing a markgstem in which trades take place at
such prices. While this abstraction is well-suitedorming logical conceptualizations of
market adjustment processes, it also presentsa ehgparture from the procedural
details of how actual markets function and thetsgia behavior of individuals
participating in markets. Experimental marketscbytrast, implement actual trading
institutions and features of price discovery ine¥hihere is no fictional Walrasian
auctioneer. Instead, bids and asks are tenderpdtbntial traders themselves in real
time and, as trades take place at different pra@siand and supply curves shift as
trading proceeds. Vernon Smith (1965)’s discowdrgrice convergence in market
experiments demonstrates the close connection batai¢heory derived from
abstractions and the data drawn from a compleiéfigrent environment. The abstractly
formulated theory of price processes generatesginegipower even when applied to a
very different environment subjected to a hostiatibns assumed away by the
theoretical abstraction. Many studies of experitaemarkets show that markets tend to
“equilibrate” at a pattern of prices and allocatidhat are near the equilibrium of the
fictional Walrasian auctioneér.

% The role abstract, axiomatic principles of (muéjpmarket behavior which address the details @hae
market institutions nor individual decisions, hdezn a topic of much discussion in the economics
literature. The experimental markets convergéoequilibrium predictions of a model that cledagks
descriptive accuracy. While the markets follownebats of “as if” the Walrasian auction was in cohtr
the precise reasons for the accuracy of the medakiSmith asserts, a mystery.



Experiments lend support for both the principleg@dilibrium and excess demand that
support the underlying dynamic model of price fotiorain the classical competitive
model. Convergence of the continuous double am¢tiorard the competitive
equilibrium prices and allocation is a reliable peay of markets under a wide range of
environments. Unstable equilibria, price bubbled eyclic price movements have all
been observed and studied as features of pricemmws® The Scarf (1960) and Hirota
(1981) models present a theoretical abstractioryeioéxplored in experimental markets
and predict a broader set of price dynamics, inolythe possibility that the Walrasian
auctioneer’s algorithm for price discovery need cmtverge. Indeed, the model suggests
that a price discovery mechanism may settle idimia cycle following a very slowly
expanding orbit.

This paper explores these possibilities and thagiges an opportunity to better
understand subtle features of market adjustmebubgling on a host of developments in
the design and implementation of experimental mark8ection 2 of the paper provides
some background on the experimental foundationiseoflesign and the theoretical basis
of the study. Section 3 details the experimergtirg, including agent incentives, model
predictions, and many of the practical elementhefimplemented market design.

Section 4 discusses the observed price dynamiesepting suggestive evidence in
support of the key model prediction that pricesttaconverge to the theoretical
equilibrium. Observed prices spiral around theildium as predicted by models of
excess demand before eventually hitting a pricenbary, well away from equilibrium.
We study this feature statistically in Section &pabnstrating that (a) prices trend away
from the theoretical equilibrium, (b) the randontprchanges are only weakly attracted
to theoretical equilibrium, (c) excess demands aloconverge to zero, and (d) gains
from trade persist despite the cessation of tradoiryity. Though these results are
inconsistent with static equilibrium analysis, thegtch the predicted dynamics implied
by classical models of excess demand dynamics.

Having established equilibrium non-convergencegstemate several structural models
of price dynamics proposed in the literature irtisac6. Our analysis not only evaluates

® The phenomenon of market instability is first abee in Plott and George (1992) for the case of a
Marshallian externality. It is replicated by Plattd Smith (1999). Instability in the case of ineoeffects,
is first observed in Plott (2000). Cyclical pricatigrns in Scarf-type environments with slow cogeerce
are suggested in Anderson, et.al. (2004). Goaewevof the literature are found in Plott and Sni608).
Clearly, the details of the market organization bane a profound effect on both behavior and coimget
theories. For example, Gintis (2007) presents stials demonstrating equilibration in a Scarf-type
environment when prices are only privately knowd #rus uncoordinated. Indeed, Gintis (2007)
conjectures that a public price is a coordinatiagice that creates the instability. Plott and Pelsiy
(2017) find evidence of dynamic convergence inxahange call markets similar to a Newton Method of
price determination.



the relative significance of excess demand aneprés drivers of observed prices, but
also allows insight into the relative importancepaftial equilibrium and general
equilibrium forces in determining prices and allomas. We find that, while general
equilibrium forces are non-negligible, their infhe on prices is second-order relative to
the partial equilibrium adjustments of excess dedramrd disequilibrium in its own
market. These results suggest a fundamental plentbm Walras and others that the
direction of price change in a given market depesdg on the sign of its own excess
demand is only violated under conditions of extrehsequilibrium, possibly through
expectations of future prices in interdependentetar

2. Background

Experimental methods in economics evolved as tootseate simple and special case
markets in which the broad, abstract and genenatiptes of economics can be studied
under controlled conditions. The key elementslaeecommodity space, the preferences
and the trading institutions, all of which supptihe creation of a simple market system to
which general economic principles apply. While éxperimental markets are simple
special cases of markets, they are nevertheledsnegkets. Though simplicity should
not be confused with reality, general principles expected to apply even in the simple
and special cases.

The methods rest on the creation of a commoditgespad the use of money to induce
preferences over the commodities that can be tradiede exists as a “period” in which
trading of money and commaodities take place in tiead with the benefits of trading in
terms of money earned are realized at the engbefiad. The experiment proceeds as
multiple periods or trading days that could benoteted as a week. In a stationary
environment, the periods are identical exceptheribformation and benefits gained
from previous periods. Trading takes place in aketaorganized by an architecture of
institutions known to support efficient trading.olfels are applied with an “as if”
methodology with trading within a period and overipds both studied with
equilibration predicted by models expected afteltiple periods.

A. Market Architecture

The markets were conducted as a continuous, neullipit double auction, MUDA,
introduced by Plott and Grey (1990) through antedeec market place developed by the
Caltech Laboratory for Experimental Economics aatitifal Science (EEPS) called
Marketscape. This market platform supports mudfigimultaneous, continuous markets.
The markets are open for a fixed time called agaoesimilar to a trading day.



When a period opens traders are free to tendertdilsy as a price per unit and
maximum quantity or ask to sell units (a price peit and maximum quantity). The
markets has open (public) books that record bidsasks whenever they do not
automatically trigger a trade by matching an alyeaxisting bid or ask in the order book.
The bids are exposed to the market with price pyiétnrom highest price to lowest, while
asks are exposed with price priority from loweshighest, with ties prioritized by the
time at which the bid or ask was entered. Wheadetexecutes, the transaction is
immediately recorded and units of inventory and eyoare instantaneously transferred
between trading parties. Orders may be partidlgdf with any unfilled portion
remaining on the order book. Bids and asks remmaiine book throughout a period
unless expired, cancelled, or executed in a trdwl@ddition to the order book, all
participants are able to view all data from alt&sa in continuous time through either a
periodically updated graph or a listing of executedes.

When a period closes subjects acquire the mongyntiagle, based on their end-of-period
holdings according to induced preferences (destiibsection 3A), from the contracts
they developed during the period. Upon the cldseperiod, the system validates
accounting to record profits earned by participé@ised on the end-of-period holdings.
Subjects’ inventories are then reset to theirah#hdowments, the order book is cleared,
and a new period of trading opens. Since stockeatebe traded across periods, each
trading period can be analyzed as a single magedization. However, the periods
within a given session are not independent duelistantial price persistence from the
end of one period to the beginning of the next.

We note that the continuous double auction ingtituinvolves trading executed at
disequilibrium prices and, over the course of gaatiod, at a variety of such prices. The
markets produce two different time series of cantpaices. First, “instantaneous prices”
consist of the contracts that take place withiraga. In experiments with one
commodity instantaneous prices within a perioddglly exhibit erratic movement
towards the “competitive equilibrium prick” Second, “period prices” record the
evolution of prices across periods as summarizethdyuantity-weighted average price
within a period. Findings from other experimentggest two typical patterns. First,
instantaneous prices tend to converge to nearaimpetitive price. Second, period
prices also converge across periods with the BRiwtSmith (1978) efficiency measure

4 From an assumption that a constant market pristser the market, as if called out by a “Walrasia
auctioneer”, the redemption values and costs carsbé to compute a market demand function and a
market supply function from which a single, marklearing price can be computed. Convention has
named this price the “competitive equilibrium ptice



approaching 100% after several periddEhe efficiency measures suggest that gains
from trade become exhausted, which is sometimegedes a form of equilibrium.

B. The Classical Model

Consider a setting with two commoditiésandX, and prices?; andP, and denote the
excess demands for goadsandX; by Z (B, B,) andZ,(R, B), respectively. The
classical competitive equilibrium model defines theoretical equilibrium to be the
prices at which bottz, (B, B)=0andz,( R ,B) = C In that context, this equilibrium is
completely static with final prices and allocatidresed on a fixed demand and supply.

However, the equations are used as tools to exglleréorces guiding price discovery
with a dynamic interpretation.

We define the “Classical Model” of dynamics evolyiitom Walras’ fundamental
principle that prices respond to excess demandjmod’s own market. Under this

model, the change in prices for gootisandX, (B and B, respectively) scale linearly
with the excess demand for each respective goadithaso

F=a,2(R B),and, B =a,Z(R B). (1)
The parameters,, and a,, reflect the relative speed with which a marketeric

accommodates, or adjusts to, its excess demaneseTgarameters can play a central role
in characterizing models of dynamics and stabillyicks, for example, develops a

model in which markets adjust at different ratesexstral feature of his model of partial
and general equilibratich.

One could imagine alternative adjustment proceslsasacterizing price dynamics and a
substantial literature explores the propertiesushsalternatives. We will discuss such
alternatives later, along with useful empirical getizations, in Section 7. At this point,
the Classical Model provides sufficient structurertotivate the theory underlying the
current study’s design.

®> The concept of efficiency was developed by Plott 8mith (1978). “Social benefits” are typically
defined as sum of the redemption values of buyera the contracts of which they are a part and the
“social cost” are the cost to sellers of supplytingse units. Efficiency is the actual differenetvieen
social benefits and cost in a period divided byrttaimum possible given the redemption values g&msl
and cost of the sellers.

® Hicks posed a question about the relationship éetvpartial equilibrium and stability. McFaddengap
formalizes a concept of partial equilibrium demoaigts a close connection between Hick’s conditin f
partial equilibrium and Samuelsonian models ofiitab



3. Experimental Environment

Specifying the mechanism for implementing marketthis study required many
operational decisions to ensure a feasible expatahprotocol while preserving
essential elements of the general equilibriumrsgitie seek to study. To this end, we
implement two markets for the commoditiésandX; featuring continuous double
auctions with a limit-order book where prices aiagle unit ofX; andX; are quoted in
terms of the number of uni¥. This implementation places commodityas the
numeraire, allowing us to plot prices of commodite andX; in terms of units oKs.”

A. Preferences and Endowments

Our experiments induced subjects’ preferences wirbdar to those studied theoretically
by Scarf (1960) and Hirota (1981) and experimeytayl Anderson, et.al. (2004), and
Plott (2001), with substantial modifications. Ag¢ehave perfectly complementary
Leontief preferences for two of the commaoditiesle/lieriving no utility from the third.
By design, these preferences and initial endownemgsare the existence of a unique,
interior competitive equilibrium for all experiment However, the existence of this
equilibrium need not imply observed transactionsuo@t equilibrium prices.

Table1: Preferences, Endowments, and Equilibrium Allamati Ku;, Xai, X3)

Clockwise Type 1 Type 2 Type 3
- 38X, X, X, 3X Cf3X, X
Utility 70 mln{ = 3‘] 70 mm{—l —3] 70 mm{ : —2}
4 80 2 80 2 4
Endowment (0, 0, 800) (20, 0, 0) (0, 40, 0)
Equilibrium (0, 10, 600) (15, 0, 200) (5, 30, 0)
Counter clockwise
. X X, X X, X X
Utility 210 mm{—z' —3] 210 mln{—“ —30] 210 mm{—l' —Z}
12 80 2 24 6 4
Endowment (0, 40, 0) (0, 0, 800) (20,0,0)
Equilibrium (0, 30, 200) (5, 0, 600) (15, 10, 0)

We selected preferences and initial endowmentiesclaissical model captured by
equation (1) predicts prices diverge from the catitipe equilibrium given any non-

" In all of our specifications, endowments of comitpX; are much greater than the endowments of the
other two commodities. Since prices are in terinmis of X3, finely divisible units ofX3 must exist to
prevent the integer constraint from substantiaiyucing the number of feasible prices.



equilibrium initial price vector and do so in a gietable fashio. As such, the unique,
interior, competitive equilibrium is unstable aatiog to this classical model. The nature
of this instability depends on the preference patens and endowments that we explore
in two opposing specifications, the “Clockwise” ditbunterclockwise” treatments.
Table 1 presents the specific magnitudes of thigyytiarameters and initial endowments,
with Figure 1 illustrating indifference curves feach type in the Clockwise treatment.

Clockwise Type 1 Preferences

Clockwise Type 2 Preferences

800 -
800 / — Utility Level 1 —— Utility Level 1
/ — Utility Level 2 — Utility Level 2
—— Utility Level 3 600 - —— Utility Level 3
600 / —— ~Expansion Path — — -Expansion Path
//
/
[s2]
5<” 400 / 1 > 4001
//
/
200+ / 200 -
0 : : : oL== ‘
0 10 20 30 40 5 10 15 20
X2 1
Clockwise Type 3 Preferences
T/ " [—utility Level 1
)/ — Utility Level 2
| — Utility Level 3
30 // — — ~Expansion Path
//
/
><(\l 207 //
v
/
/
100 /
/
/
/
0 L
0 5 10 15 20

Figure 1: Indifference Curvesfor Each Clockwise Treatment Type

& As will be discussed later, the prediction of dfessical model depends importantly upon the peefes
parameters and the initial endowments. See Apgrehdir a discussion of the general class of models
from which the experimental parameters were chosen.

® Previewing results from the next section, thesitzs model predicts prices under the clockwise
(counterclockwise) treatment will diverge in a dadse (counterclockwise) direction when plottedhie
two-dimensional price space for CommoditigsandX,, treatingXs; as the numeraire.



B. Competitive Equilibrium and Excess-Demand Dri@gssical Dynamics

Given agents’ preferences and endowments, we de@ f&o the excess demand
equations for the exchange econothizettingP = (P1, P,)' denote the prices fot; and

Xo, Table 2 presents the market excess demand faratimitial endowments when each
type of agent is present in equal proportion. Bglfor equilibrium prices by setting the
equations in Table 2 to zero wi¥a as a numeraire, yields the theoretical equilibrium
prices forX; andX; equal to 40 and 20 in both the clockwise and cengidckwise
treatments. The implied allocations under thisldayium appear alongside the
endowments in Table 1.

Table2: Market Excess Demand for CommoditlesandX, at Initial Endowments

z,(R.P) z,(R.R)
60P 40P, 800 240P,
Clockwise + -20 + -40
40+ R+ 6P 60+P, R+6R
800 60P 40P 120
Counterclockwise + -20 + -40
120+P 3P+ 2P 3P+2P 20+ 3P

The experimental design is inspired by the thecaktiterature on classical principles of
dynamic adjustmerit: The market specifications from Scarf (1960) afibtd (1981)
provide interesting settings in which classicatés do not guide prices to converge
toward the competitive equilibrium. As presentedrigure 2, a simple phase diagram

characterizes the dynamic behavior of the “Clasaitmaiel” in which B0 Z (R, B)
and® [0 Z,(R, B). The partial equilibrium curvé& (R, B) =0 represents the pairs of

prices for which the excess demandegfs zero regardless of excess demandfowith
the curveZ,(R, B) =0 defined analogously. These curves intersecteathtboretical

equilibrium pricesP’ :[40, Zq .with zero excess demand for both goods.

The partial equilibrium curve for commodi¥s divides the price space into regions for
which the excess demand ¥ is positive (negative), placing upward (downwasdye

1 Assuming perfectly liquid markets in which ageriishave as price-takers allow us to specify their
demand (or supply) of each commaodity considering treir budget constraint and initial endowments.
Summing these individual demand functions and sabtrg the total endowments of each commodity
characterizes the market excess demand functiasilitiqum then attains when excess demand functions
equal zero and market demand equals market suppgath commodity.

1 For expositional purposes, we defer a deeper sisom of this literature to section 6, when we eat
how well different models describe the observead.ddthough our market implementation deviates from
the frictionless assumptions imposed by the prifjesdment processes derived in much of this litest
the design is driven by predictions from thesesitas models of dynamics.



pressure oX;. The partial equilibrium curve for commodig similarly divides the
space into areas in which the excess deman¥.fisrpositive (negative) so the price
pressure otX; is up (down) according to the theory. The prigace is thus partitioned
into four regions in which simple excess-demandeadrimodels of dynamics make
definite predictions for the direction of price neswents. The implied direction of these
movements are shown by the small arrows in Figureith the directed lines presenting
a simulated price path based on equation (1) ajidea initial position.

Clockwise Phase Diagram CounterClockwise Phase Diagram

150 150

Z,(P)=0 Z,(P)=0 Z,(P)=0
ZZSFO
100 ?21(P)>0 100 - SR Z,(P)<0
Z,(P)<0 )

8 @5  Example
Price Path
0 4

Price of )(2
Price of)(2

Example
Price Path

0 150
Price of X 2 Price of X,

Figure2: Excess Demand Phase Diagramsfor Simple Dynamic Model

From the initial position, the classical model'siple adjustment process predicts
dynamics and possibly non-convergent, price dynaimit®oth treatments. Contrasting
Figure 2 for the Clockwise and Counterclockwisecefmtions identifies the difference
in predicted price dynamics for the two treatmenisthe Clockwise treatment, classical
dynamics suggest prices move in a clockwise maareemd the competitive equilibrium,
so the angle of prices relative to equilibrium, (P2) plane declines as prices adjust (until
it jJumps upon passing zero). In contrast, the sanoéel predicts prices in the
Counterclockwise treatment move in the oppositeation, counterclockwise around
equilibrium prices?

Note that the example price paths depicted in EiQuonly represermxpectedhanges in
prices. The actual price paths will be affectedblgstantial unmodeled variability,
including behavioral artifacts, microstructure mgiand misspecification, leading to
transactions executing at a wide variety of pricése substantial unpredictable
component of price dynamics is to be expectedyint lof market forces limiting potential
arbitrage opportunities. Separating this sigmaifthe noise requires econometric

12|n these figures, as in experimental sessionsmpese a floor on botR; andP, equal to 5 units 0K; to
avoid technical issues from trades at zero-pri@dso, while certain regions of these diagrams sstjg
explosive price dynamics, we note that the limgagply ofX; imposes an effective ceiling &h andP.,.

-10-



evaluation to resolve the empirical question of tikepredictions from excess demand
models effectively characterize expected price dyins.

4. Procedures and Experimental Design

Six separate experiments were conducted, all aC#ligornia Institute of Technology in
the Laboratory for Experimental Economics and RealitScience (EEPS) between
November 2002 and July 2003. Each experiment statsdf a number of subjects
modulo 3, as we require that there be an equal ruwiftsubjects of each type. The
actual number of subjects in the experiments rafigad 9 to 18, with Table 3
summarizing the sessions conducted using eaclme@aspecification. Participants
included Caltech undergraduate and graduate swidentvell students from Pasadena
City College, many of whom were familiar with thaftsvare from previous (unrelated)
experiments, but who did not necessarily have eaigihg in economics.

Types were assigned sequentially to subjects gdalgged into the software, and the
order in which this occurred was essentially rand@ubject payments averaged about
$40.00 per subject per experiment. Experimentsdaso more than three hours. Upon
arrival in the laboratory, subjects were given t@ntinstructions; including both a
numeric table and a graphical display of indifferegurves that represented their
induced preferences. In addition, we includedmelated payoff table that illustrated
how to read their true payoff table (which differctoss subjects).

Each experiment began with a practice trading pes@ving several purposes. It
acquainted subjects with the computers and softvgaréhat they were comfortable with
how to execute bid and ask offers before the partign of the experiment began. It also
allowed time for the subjects to study their payoférmation. Finally, it worked as a
device for influencing initial conditions as we vexgted all trades in the practice period
take place at a price of 25 unitsX**® essentially providing a focal point for prices
ahead of the first actual period. Thus, the ihgtarting point would be (25,25).

Following the practice period, each experiment ied of a number of trading periods,
ranging from 9 to 19 periods per session. Eaclogein turn, lasted between 8 and 18
minutes. To avoid any “last period” effects, tiveaf period was not announced as such
until afterit had concluded. After the close of the finatipd, earnings in francs were

13 We did not establish this focal point for pricegtie first session, experiment 021127. We naie th
these starting prices differ from the initial paim Figure 2, which were chosen specifically kasiirate
the cyclical features of the model. We discussthaaifestation of these cyclical dynamics from the
training prices, including the role of integer cmasts and unmodeled variability in prices, inadkein
Appendix A.2.

-11-



tallied and converted to dollars via a conversextdr. Subjects were then either paid in
cash before they left the laboratory, or else cheadre mailed to them shortly thereafter.

Table 3: Experimental Sessions

Experienced

Treatment Date Periods N Included
I. Clockwise 11/27/2002 10 18 No
12/11/2002 14 12 No

7/17/2003 11 18 Yes

I1. Counterclockwise 1/30/2003 12 15 Yes
4/28/2003 9 15 Yes

6/20/2003 19 9 Yes

5. Experimental Price Dynamics

We begin our analysis of market outcomes by prasgtite price processes observed in
the different experimental markets. Figure 3 pnesthe time-series of the commodities
X1 andX; market prices for each executed transaction aldtigthe period-average
prices from the 021211 Clockwise and 030428 Coulttekwise treatment sessiols.
The figure demonstrates clear variability of pribesh for each individual transaction, as
well as for period average prices, and suggesyslacal tendency in the relative prices of
the two commodities.

Clockwise 021211 CounterClockwise 030428

—— Most Recent P;
— — Period Avg P,

—— Most Recent P,
— — Period Avg P,

400

600 [ —

500 -

400 -

3 3
£ 200 & 300
200 - -
100
100
0 L L I L 1 L 0 — —
Per 1 2 3 4 5 6 7 8 9 10 11 12 13 14 Per 1 2 3
Hour 00 00 00 00 01 01 01 01 01 01 02 02 02 02 Hour 00 00 00
Min 15 33 46 56 07 17 28 39 49 59 09 20 31 42 Min 04 21 34
Sec 53 45 16 15 29 30 15 01 12 43 57 10 52 57 Sec 18 14 24

Figure3: Transaction Price Time Series

A. Period Price Dynamics Relative to Excess Denkimase Diagrams

1 These two sessions illustrate well our main expenial findings. For the sake of parsimony, tx te
will present several figures using these only twareples to illustrate the observed dynamics ofitigad
and allocations. For completeness, figures frdreesisions are presented in Appendices B & C.

-12-



We now evaluate price dynamics in the context efithplied phase diagram constructed
from excess demand in Figure 2. Figure 4 plogsaye period prices in thB;( P,)

plane, in relation to the phase diagram and predid{ynamics of the classical model. In
addition to period-average prices for the 02112¥cKNise and 030130
Counterclockwise sessions, which discretely smoatimuch of the variability from
individual transaction prices, Figure 4 plots apaentially weighted moving average of
prices, a smoothed presentation characterizingngtantaneous variability in prices for
individual trades. While the movement does notappo be toward the equilibrium in
either treatment, the general pattern appearsstensiwith classical predictions.

Clockwise 021211 Avg Period Prices 150 CounterClockwise 030428 Avg Period Prices
250 r
—2Z,(P)=0 /.6& —Z,(P)=0
—_—Z,(P)=0 // \ —_Z,(P)=0
200 ® Period Avg Price /// ~.| @ Period Avg Price
EWMA Prices e EWMA Prices
100 o~
1o r - &
5 e s
8 RNl
A 100 . o
~~
g0
50
-
1o ad2
0 eI n T
0 50 100 150 200 250 0 50 100 150 200 250 300 350

Price of X Price of X,

Figure4: Period Average Prices and Phase Diagram

Figure 5 plots the period average prices for assms with the Clockwise and
Counterclockwise treatments in the partitioned pliiagram. These paths present the
clear impression that prices move in the generaktlon predicted by theory and provide
a convenient illustration of our major resultsrsEiprices in continuous double auctions
need not converge to an interior equilibrium. Setalisequilibrium price movements
are reasonably well-predicted by measures of exdessnd.

CounterClockwise Avg Period Prices

250 Clockwise Avg Period Prices 160 7 _ZZ(P) =0
—Z,(P)=0 ’\ —_—Z.(P)=0
z,(P)=0 140 Jf \ ® Period Avg Price - 030130
200 - ® Period Avg Price - 021127 / \ Period Avg Price - 030428
Period Avg Price - 021211 120 / \ ® Period Avg Price - 030620
® Period Avg Price - 030717 /

=)
S

~ 150 -

Price of X2
3

Price of X,

100

=)
S
T

I
S

. . . . . .
0 50 100 150 200 250 0 50 100 150 200 250 300 350
Price of X, Price of X1

Figure5. Average Period Prices All Experiments
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A detailed evaluation of predicted price movemdaytexcess demand reveals some
empirical limitations, as suggested by visual ircsioe of the Counterclockwise 030428
session period-average prices. At the beginnirige pnovement proceeds downward
and to the right as predicted, but in period thheeprice ofX, moves upward slightly,
pulling prices across the partial equilibrium lilee X; and causing a jump in phase.
Continuing to follow the progression of this seriestice that the price of; declines
between periods 6 and 7 when the model suggests gteuld continue increasing.

Many subtle patterns exist in these data, somehafhwequire a generalized classical
model for consistent interpretation. The empiridzllenge, then, is to identify those
patterns that represent predictable price moveniemtsthe noise inherent to market
mechanisms involving real-time trading. The nextisas demonstrate these results
formally, statistically evaluating the degree toiethequilibrium prices and excess
demand predict price movements.

B. Dynamic Inventories, Excess Demand, and Egqjiuifi

Disequilibrium trades are an important featurehef éxperimental markets, causing
agents’ inventories to shift away from their endeawmts after each transaction. In
addition to prices, these dynamic inventories aféect excess demand, introducing a
dynamic equilibrium to the experimental settingp ¢characterize how shifting
endowments and changing prices interact to deterexcess demand, we introduce the
Instantaneous Excess Demand measure. Agdnistantaneous Demand at titns the
integer-constrained bundle of commodities that mézes the agent’s utility assuming
perfect liquidity at price®:; andP,; when endowed with the agents’ contemporary
holdingsXyit, X2, andXszj;. The Instantaneous Excess Demand for a commisditen
the aggregated demand for that commodity minuscidsmomy-wide endowment.

To illustrate the dynamics of excess demand, Figusots the time series of
instantaneous excess demands for the experimeatsaatounting for both the evolving
inventories and prevailing prices, normalized stodse expressed as a percentage of the
economy-wide endowment of commoditiésandX,.

The excess demand dynamics highlight two impoffeatures of the observed
transactions. First, we note that the clockwis# @yunterclockwise treatments
demonstrate opposing tendencies in the relativessxdemand for commoditi¥s and

X2. Second, observe that the excess demand atdhaf each period do not
systematically converge to zero indicating tradiithin a period failed to realize an
equilibrium allocation at terminal prices. In atilol to the empirical phase diagram from
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Figure 6, this result suggests that observed tgadé@havior did not realize an equilibrium
allocation.
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Figure 6: Excess Demand Dynamics
6. Divergence, Allocation Efficiency, and Trading Volume

In this section, we evaluate the extent to whiellitrg in the continuous double-auction
mechanism leads to a divergence in prices fronintieeior equilibrium, as well as the
relationship between allocation efficiency, diséiQuum pricing, and trading volume.
While these issues are broad ranging with a loatphy initiated by debates between
Edgeworth and Walras, as highlighted by discussiaalker (1987) and Donzelli
(2009), our focus is narrow. We demonstrate fliat prices can systematically move
away from an interior theoretical equilibrium, afiere reflecting the views of Edgeworth.
Specifically, the Euclidian distance between tratiea prices and equilibrium prices
demonstrates a positive time trend both acrossgeand for trades occurring within
each period. Second, we find that the market afions’ efficiency is high for complex
markets, but that some gains from trade persistea¢nd of each trading period
throughout the experiment. It's important to nibtat this result is not driven by design
decisions restricting the length of each tradingqak but rather obtains after the
effective cessation of trading in any given period.

A. Price Divergence from Equilibrium

Our analysis begins by considering the Euclideatadce between a pair of transaction
prices and the interior theoretical equilibriumcerof P* = (40, 2() 5 Figure 7 presents

15 Because transactions occur asynchronously, wepiitee prices between trades simply using the last
price at which the commodity sold.
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the time series of these distances for each ddithgessions, demonstrating that prices
can move very far away from equilibrium in the riof trading.

250 Clockwise Treatment Price Distance to Equilibrium 600 CounterClockwise Treatment Price Distance to Equilibrium
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Figure7: Distance from equilibrium for each session and Treatment

To investigate this property statistically, we estte the time trend for theoretical
equilibrium distance and test the null hypotheséat this trend is weakly negative in
Table 4. Panel A presents the results from podihgessions of the experiment, with a
significant positive trend demonstrating the terayeof transaction prices to move away
from the equilibrium. Regression results from uidiial sessions presented in Panel B
largely agree with this tendency, though the smabenple sizes in each session prevent
tests from achieving the statistical significantéhe pooled sample. The weakest
demonstrated trend appears in Session 021127, wdaishhe sole session where training
period prices were not fixed at (25, 25) and priaéled to move away from the origifi.

Table4: The Time Trend of Equilibrium Price Distance

Panel A: Pooled Regression Results
Intercept Trend

Coefficient 2481 1.10
Std Error 8.03 0.25
p-value <0.01 <0.01

Panel B: Individual Session Regression Results

'8 To confirm that this result is not driven primgiily across-period variation in prices, we conddiete
paired t-test on the beginning and end prices®ftlrket across all sessions. The test asksépEre
closer to the equilibrium prices, (40, 20), in flst transactions executed at the beginning ofiéod
than they are in the last transactions executétkatnd of the period. For these prices, the rdéesance
was 18.01 (in units 0X3) at the beginning of the experiment, and 36.8da@end (t = 5.59). The test is
significant at p<0.01 for a one-tailed test. Tasult verifies that equilibrium divergence occuithin
each trading period as well as over time acrossger
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Clockwise Treatments CounterClockwise Treatments

02112} Intercep  Trenc 03013( Intercep  Trenc
Coefficient 34.39 0.03 Coefficient 45.08 0.21
Std Error 1.79 0.02 Std Error 29.20 0.34
p-value <0.01 0.13 p-value 0.12 0.54
021211 Intercept  Trend 030428 Intercept Trend
Coefficient 13.79 1.32 Coefficient 12199 0.25
Std Error 43.66 0.55 Std Error 73.50 0.98
p-value 0.75 0.02 p-value 0.10 0.80
030717 Intercept  Trend 030620 Intercept Trend
Coefficien 72.61 0.27 Coefficien 15.1¢ 0.5¢
Std Error 25.06 0.30 Std Error 8.17 0.17
p-value <0.01 0.37 p-value 0.06 <0.01

We summarize our conclusions from this subsectiaghe following result:

Result 1: Price Divergence from Equilibrium

Transaction prices do not converge to theoretidatior equilibrium but instead
demonstrate a trend that moves away from equilibpuices as time progresses
and is evident over time across periods and wehich period.

B. End-of-Period Allocations and Efficiency

As the previous subsection presented evidencdrdaed prices need not converge to the
competitive equilibrium as defined by parametérbat being the case, the question turns
to why the trading stopped at the end of the periqd) Did a different equilibrium
emerge as a result of disequilibrium trades od{@)}trading not stop but the period ended
because of arbitrarily imposed time limits?

The literature points to the possible exhaustiogaihs from trade as an important
variable. If the market operates as efficiencksgemechanism it would stop when
gains no longer exist. The possibility is posedviikherji and Guha (2011) and by
Mukherji (2012) who establishes the possibilityttequilibration can emerge through
holdings modifying, disequilibrium exchanges stizit a competitive equilibrium exists
given the holdings of the moment. Of course tradiogld have ended because the time
allowed for trading ended. Recall, this is a reaktmarket process.

Gains from exchange in the experiment are measoreams of additions to “take home”
money acquired by trading initial endowments férestcommodities. In the Scarf
environment the initial endowments are worth najhimterms of the money received in
terms of the financial incentives used to inducdgrences. Traders are endowed with
units of commaodity with no value unless complenmmmodities are also held.
Exchange of commodities can increase the amoumboky that the subject makes from
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the experiment. The exchanges produce income dthwibat can be summed and
interpreted as net social benefits in a cost-besefise.

We evaluate end-of-period allocations using twoicks; one that measures net social
benefits and another that characterizes Paretmesflly. Our net social benefits measure
simply totals the dollar earnings for all agentd anmpares that to the total dollar
earnings realized at the competitive equilibriutoadtion. To consider Pareto efficiency,
we first define an agent’s “residual holdings” s tnits of a commodity held by the
agent that provide zero marginal utility to thaeay Of course, the units can be valuable
to someone else so, in a sense, these units ame avpste. We then total these residual
holdings across agents and compare them to tHesttdawment for the market, so that
all measures can be expressed in percentage terms.

Figure 8 presents the end-of-period efficiency masidual holdings across all sessions.
Averaging across all sessions, the end of periodations realized approximately 75%
of the net social benefits delivered by the eqtitilm allocation. While this level is
lower than usually found in single market experitsethe level is comparable to the
efficiencies of multiple markets. The average nesldoldings were approximately the
same for each security, at around 25%, though Ei§ueveals variation in that average
across periods and sessions. The efficiency medtustrates a pattern atypical of
multimarket experiments starting at high leveleficiency that are reduced in
subsequent periods. We conjecture this pattelectsfearly trading near competitive
equilibrium prices and the subsequent divergends ilastrated in Figure 7.
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Figure 8: Period-End Allocation Efficiency

While trading exhausts much of the gains from tralde result suggests that gains from
trade exist at the end of each session that areealized by subjects in the experiment.
Trading did not stop because of equilibration dua tomplete lack of gains from
exchange or that gains from exchange were complet#lausted. This feature of the
data is also supported by the data in Figure &uti@n 4B that demonstrates the

-18-



existence of instantaneous excess demand andesipplihe end of periods. Strictly
speaking, the markets were not at a competitivdibgum given their holding at the end
of the period.
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Figure9: Early-vs-Late Transaction Volume by Period

Trading did not stop due to the arrival of the efthe period and insufficient time to
trade. Figure 9 decomposes trading volume for gaciod into transactions that occur in
the first minute, last minute, and the intervenilugation of the period. Transactions
occur in the last minute of a period in only 35%lef periods from the experiment and
those transactions that do occur tend to be smédital value. Importantly, the failure of
the markets to realize these gains from tradetislne to a design decision limiting the
duration of each trading period, but rather to &gjetecisions to cease transacting.

Result 2: Unrealized Gainsfrom Trades Persist
Trading did not stop because gains from exchange w@mnpletely exhausted or
because no time for trading remained.

A different understanding of why trading stoppeduggested by the complex
transactions required to realize those gains. &gaired transactions are non-trivial,
requiring multiple counter-parties. Each agenetygalizes utility from only two of the
three commodities and, at the end of each periey, few agents hold inventories of the
commodities from which they receive zero utilitcross all sessions, only 14.6%
(17.3%) of periods ended with an agent of typeyagt2) maintaining a dispreferred
position inX; (Xz) from which they receive no utility regardlessloéir other holdings.

Of those sessions that end with agents holdingefisped positions, these holdings are
predominantly held as shares of the numeraire catiityn¥; by the type 3 agent who
receives no utility from it but is unable to purskahares of (perhaps both) other goods
at prevailing prices.
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These positions limit the availability of bilateteddes that could enhance net social
benefits, implying trilateral transactions wouldreguired to realize allocative efficiency.
Given this complexity and need for coordinatioaging volume dissipates near the end
of the period. This interpretation supports thekighi (2012) model of equilibria
emerging from the dynamic adjustments. It alsayssts the possible importance of
general equilibrium adjustments as excess demaitet dow in complementary markets
create expectations that units will become avaglapld thus create value in units held in
a given market.

7. Models of Non-Equilibrium Dynamic Adjustment

Though the previous section presents the resulotheerved transaction prices deviate
substantially from the theoretical equilibrium. \Wegin this section by introducing two
disequilibrium models to organize our empirical lgge.

Our analysis reveals two striking results. Fiat, find that predicting relative price
changes using the generalized classical modeblesstibes the observed price paths.
Second, we find that excess demands in one maaketVery little influence on price
dynamics in the other market. This latter findprgvides a novel empirical evaluation
of the power of partial equilibrium models in atsef were general equilibrium
adjustments exist.

A. A Brief Outline of Models of Disequilibrium Pei®©ynamics

The introductory discussion earlier presented @lassical Model” of disequilibrium
price dynamics in which the rate at which pricearde are proportional to their excess
demand. In this formulation, recall that the prggmamics from equation (1) can be
represented by the difference equation:

R

A simple generalization embeds the Classical Madel special case of the “Generalized
Classical Model,”

B=a,Z(R R)+a,Z( R B )

B=a,Z,(R P)+a,Z( R B,
The Generalized Classical Model allows for pricpisiinents of markets linked by a

“linked adjustments principle.” That is, the adjuent in a single market depends on the
state of disequilibrium (as measured by excess ddjria other markets. The classical

model is the special case that satisfies the céistns &, >0, a,,> 0, and,a,,= a,,= (.
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We originally used the generalization as a technozd to evaluate the magnitude of
deviations from the Classical Model in which thédibgonal elements are zero.
However, after thought and data analysis we disealthe generalization play a deeper
role in the theory of dynamic equilibration. Indueing possible sensitivity for price
adjustments to the degree of disequilibrium in otharkets, measured by the size of the
excess demands, provides insight into the possitdeof uncertainty in disequilibrium
dynamics. While supply might be greater than defrfancommodityX;, the
disequilibrium in the market foX; might attenuate the rate at whiehdecreases or even
causeP; to increase rather than decrease. Walras andsdtreded to reject this as a
possibility and postulated the “fundamental priteighat the direction of price change
of a given commodity depends only on the sign®bitn excess demand.

Excellent reviews of classical price dynamics aespnted by McKenzie (2002) and by
Mukherji (2002, 2003). The models presented byadqos (1) and (2) present special
cases of theories that have the following form:

= A(P) Z( P

Here, B represents the change in prices over tifhis, the price vector. We refer &§P)
as an adjustment matrix of coefficients that mgyethe on price®, andZ(P) is a vector
of excess demands as a function of prices. Ththekheory generalizes to any number
of commodities, we focus on the two-dimensionatg@getting implemented here for
ease of exposition.

The primary feature of this model is that pricergyes depend upddthrough the
adjustment matribA(P) in addition to the functional relationship by whiprices enter

the excess demand functions. Though the dependétice adjustment matrix on prices
could take any form, we look the literature to itiigrplausible restrictions that impose
some structure on this relationstfpln particular, we explore specifications of the
Classical and Generalized Classical models whereldments oA(P) vary withP so as
to characterize relative price dynamics. Spedificaonsider a “Generalized Relative
Model” in which price dynamics take the followingrin:

7 Walras (1954, p.85) states three suppositionscthilctively state that the sign of the excessatain
and the sign of price changes will be the samem@stioned above, Hicks appears willing to poseuthe
existence of a linkage. As will be mentioned bel&dgeworth presents a different opinion based on a
different model of price adjustments.

18 As we are unaware of any attempt to study thisehiodits most general form, we focus on classes of
special cases, although the literature is rich witicussion about the conditions under which less
information is required for convergence. See Mukli£995) for a summary of recent literature, doda
treatment of stability in three commodity (two @$} models see Mukherji (2004).
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R R

In the Generalized Relative Model, the functA(®) decomposes into a matrix that
contains the prices and a matrix of constants wpiehmultiplies the excess demand
functions. This model of price dynamics can beivejantly expressed so that the
percentage change in price depends on excess deitadgh a constant adjustment
matrix. To illustrate in the two commodity case &my single commodity, the
adjustment process in equation (3) can be written a

§=auzl(P)+ 3,%(P.i=12

Of course, this model can be further refined bydtlgpses focused on the numbaysin
particular, the Classical Relative Model presensstricted case of equation (3) in which
the off diagonal elements are restricted to be aarbthe diagonal elements positive.
Table 6 summarizes this section, consolidatinglgheamic models we consider for ease
of reference. The previous section illustratedlehges presented by trying to fit the
data to the Equilibrium model. The next subsectiegins evaluating the absolute
models by verifying the relevance of excess-dentaivin dynamics in predicting the
direction of price changes. Our analysis thengtonestimating the data generating
process under the Generalized Absolute and Relstodel to test the Classical and
Identity restrictions on the adjustment matrixndiy, we consider which of the models
we study here best describe the data generatirng$§so

Table 6: Predictive Expectationsfor Price Dynamics
Specification Absolute Model Relative Model

Classical _Iﬁf"_:_ail 0_(21(&1)} BB :_au 0(4(5’—1)}
B0 a,\z(RY)) | B [0 &z (R
B [a al_(Z(P_)J B/p. ] [a al_Lz(p_)J

Generalized ] I | 1/ e |2 B Gl Alha
—F%'t— (8 & Zz(Ft)‘l) _|82L,t/|321—1_ [ 8 8y | ZZ(Ft)—l)

B. Excess Demand Dynamics Predict Price Movem@atiion

Our analysis in the previous section suggestsphess from the double auction
mechanism diverge from theoretical equilibrium psic We now present evidence that
models based on excess demand accurately predidirgction of price movements, as
suggested by the phase diagrams in Figures 4 akdesconsider here two
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nonparametric tests to verify the link: a “clockbatest that applies to individual
transaction data and a “sign” test analyzing peléa@| price dynamics.

The “clockhand” test simply recenters prices sa duaiilibrium lies at the origin and
measures the angle in price space between whedathestarted relative to the
equilibrium and where the prices are at any ingtétime. A line segment connecting
current prices to the equilibrium functions astiaed of a clock, and as prices change,
that line segment rotates around the equilibrivkinderson, et. al., (2004) presents a
geometric interpretation of this analysis wheréia tlockhand test measures the
accumulated rotation of prices over time. As a-parametric test robust to both
boundary restrictions and asynchronous tradegltioghand test can incorporate the
entire time-series of individual transactions fraliperiods and sessions.

Figure 10 shows the cumulative angle changes asédlividual transactions in all 6
sessions. There is a clear separation betweesidblevise and counterclockwise
treatments. In addition, note that 2 of the cotahbekwise treatments resulted in
cumulative angle changes greater than l.e., in two of the sessions, the price orbit
completed one cycle.
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Figure 10: Clockhand Model Plotting Cumulative Angle of Prichanges

The sign test is a simple binomial test that cotimsnstances where the sign of the price
change in a given trade matches the sign of thessxdemand in both markets, i.e.,
whethersign®, - P,_,,P, - P._.)= signZ, (R ,),Z, (P ,))- Under the null hypothesis that price

dynamics are not predictable by excess demandeveist has a 0.25 probability of
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occurring. This test is sensitive to both bound&fgctsand asynchronous trades and,
therefore applies to individual transactions ad a&lperiod average prices. Pooling over
all sessions, there were a total of 124 data poifitwhich in 52 trials the price change
was predicted correctly by excess demand in ba&XtandX,; markets. Compared to a
random prediction expecting 31 correct predictidhs,test was significantata p =
4.11e-5.

Result 3: Excess Demand Dynamics Predict Price Movements
Prices tend to move in the direction predicted xgess demand, both at the
individual transaction level and across periods ovee.

C. Accommodation and Linkage in the Absolute Model

We now evaluate the predictive power of the GemszdlAbsolute Model to characterize
price dynamics. While excess demands predicttheltirection of price movement, we
now test whether they also effectively predicttiegnitude of observed price changes.
Generalized Absolute Model applies to the experialedata taking difference equation
(5) with the instantaneous excess demand func8dheconditional expectation for
transactional price changes in structural estimagiguations:

(Pl,t - Hl—lJ — {am} +[a11 aiz}(zl,t—l( F’()—l)}+|:£l,t:| _ @)
Pz,t - P2,t—1 &y &, a4, Zz,t—l( Ft)—l) &y

I
The noise terng, = [51,t,€2J is assumed to be mean zero and uncorrelated agth p

information (order flow, transaction volume, anitps), satisfying the usual conditions
for regression analysis.

We present results from estimating the econometddels equation-by-equation
allowing intercepts to vary across sessions, Us{@fS to account for Autoregressive
Conditional Heteroscedasticity within each sessidhe regressand corresponds to price
changes at the transaction level, winsorized absgitice changes fof; andX; at 50

and 25 units o0K3, respectively, to control the influence of outieThe regressors
consist of excess demand measured instantaneass#yl lon the last available market
prices and inventorie's.

Table 7. Estimated Absolute Model Excess Demand Coeffisi@nd Significance

19We evaluated several other specifications, indgdLS, Seemingly Unrelated Regressions, and fixed
effects, as well as observational weighting (qugnteighted and time-weighted), with qualitatively
similar results that differ mainly in coefficientsstimated standard errors. Introducing sessiesl-fexed
effects for coefficients results in noisy estimaieghe specification fails to take advantage ef th
information available from the different excess dahdynamics in the clockwise and counterclockwise
treatments. For all tables using pooled resuléspresent session-level results in Appendix C.
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Standard

Coefficient Error t-Statistic  p-Value
a;;  5.41E-02 1.63 E-02 3.32 <0.01
a2 1.32 E-02 8.97 E-03 1.47 0.14
a1 6.07 E-03 1.00 E-02 0.60 0.55

a2 1.47 E-02 4.71 E-03 3.11 <0.01

Table 7 presents the estimated coefficients amataded significance measures for the
Instantaneous Excess Deman&pandX,, with three key findings regarding the
Classical Model. First, Instantaneous Excess Dénfianboth goods are significant
drivers of own-price changes, i.e., the coefficsent anda,, are both statistically
significant and positive. Second, neither of tfedeagonal coefficientsa;,anday;, are
significant, suggesting excess demand conditiommémarket has a negligible effect on
price dynamics in the other. Calculating an F-Testhe joint restrictiona;;= 0 =ap; in
the SUR specification is only weakly rejected & 10% level with a p-Value of 0.08.

Combined, these observations suggest supportinigese for the Classical Restrictions
in the Generalized Classical Model. In particulacg changes reflect own excess
demand and not the excess demand in other marketsstulated by partial equilibrium
theories. The next result summarizes the findirighie subsection.

Result 4: Absolute Model Estimates Support Classical Restrictions

The estimated coefficients in the Generalized AldgsoModel are consistent with

the Classical Model’s restrictions:

» Excess demand for a good has a significant impaeixpected price changes
for that good, supporting price adjustment modelged by partial
equilibrium dynamics.

» Cross-excess demand coefficients in the adjustmatrix are much smaller
than own-excess demand coefficients and the hypisthestricting these
coefficients to be zero is not rejected at conwerati significance levels.

* Walras’ Fundamental Principle that the expected efga commodity’s price
change aligns with the sign of its excess demantblated only in states of
extreme disequilibrium and satisfied in 69% of $aenple observations.

D. Accommodation and Linkage in the Relative Model

Though the regressand in the Relative Model aspted in Table 7 differs from that of
the Absolute Model, we can reformulate the Relakf\aglel’'s structural equations to
enforce consistency:

Pl,t 1l 17 alOP + a11P1 lz ( E )+ alZFt)l-, 1Z[2 (l )
Pz,t 21 17 aZOP —1+ azlPZ,— lzﬂ: ( E )+ a'22F:‘t2-, 1Z[2 ( —P)

1

(8)

-25-



Under this specification, we ensure that the resgneds in all of our estimation equations
are consistent with one another (with the smalkase of accommodating
heteroscedasticity), a consistency that will praseful in the next section comparing
different model specifications.

From the structural regression equation (8), weagply the same estimation strategy
adopted in the previous section to the Relative &llod he estimated parameters
appearing in Table 8 demonstrate a similar relatignto the Relative Model’s results in
Table 7. The adjustment matrix coefficients fomogxcess demand;q anday,) are
much larger than those on cross-excess denapanda,i), presenting material support
for partial equilibrium adjustment dynamics.

Table 8: Estimated Relative Model Excess Demand Coeffisiand Significance
Coefficient Std Error  t-Statistic  p-Value

ay 241 E-03 3.60 E-04 6.71 <0.01
au2 4.60 E-04 1.08 E-04 4.27 <0.01
a 6.12 E-04 1.90 E-04 3.23 <0.01
a 142 E-03 1.75E-04 8.12 <0.01

In this specification, these cross-excess demaafficents are estimated with sufficient
precision to statistically reject the dominant diagl restriction is rejected statistically.
While the partial equilibrium model receives sugptite general equilibrium
adjustments can be detected in this specificatisman empirical phenomenon, these
adjustments could arise from behavioral artifalcéd airen’t included in the abstract
model, notably in how expectations of future ligtyiccould be informed by excess
demand in other markets.

Result 5: Relative Model Estimates Statistically Rgject Classical Restrictions
The estimated coefficients in the Generalized Reddflodel statistically deviate
from Classical Model restrictions while supportWglras’ Fundamental
Principle:

» Excess demand for a good has a significant impaeixpected price changes
for that good, supporting price adjustment modeiged by partial
equilibrium dynamics.

» Cross-excess demand coefficients in the adjustmatrix are much smaller
than own-excess demand coefficients though thethgs restricting these
coefficients to be zero is rejected at conventi@mgificance levels.

* Walras’ Fundamental Principle that the expected efga commodity’s price
change aligns with the sign of its excess demantbiated only in states of
extreme disequilibrium and satisfied in 86% of saeple observations.
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The estimated coefficients suggest that partiallibgum influences will dominate
general equilibrium influences so long as diseftiilim does not generate severe
imbalances in excess demands. In the Generalieedi® Model, Walras’ Fundamental
Principle that the sign of a good’s expected peiteanges matches the sign of its excess
demand holds for prevailing prices and inventodiesng 86% of observed transactions.

8. Conclusion: Interpretationsand Implications

This paper explores market price dynamics unddiestging conditions of an unstable
equilibrium in which traditional models of pricewelipration fail to converge to a unique
interior equilibrium. However, the traditional mdsi@rovide predictions of dynamics
that allow the experimental study of underlyinghpiples of dynamics. We discover
similar non-convergence in experimental market#) wansaction prices moving away
from equilibrium and gains from trade persistingptighout the experiment session.
Further, we find that frictionless models of presilibration provide a useful predictive
model of price dynamics. These results underst@@ositive value of equilibration
dynamics for economic analysis in multiple marledtisgs even in settings that do not
satisfy all assumptions underlying the equilibratodel.

In estimating models of price dynamics, we are &bkest the sensitivity of prices to
disequilibrium in outside markets. In so doing, ave able to quantify the importance of
partial equilibrium adjustments on prices from dtwot excess demand for that good
relative to general equilibrium adjustments on ggirom shocks to excess demand for
other goods. Though statistical estimates refectbsence of general equilibrium
adjustments, their estimated magnitudes are smalpared to the first-order partial
equilibrium adjustments. As a test of Walras’ Famental Principle, we find the
expected sign of a commodity’s price change accwittsthe sign of its excess demand
in 83% of the sample.

These results have implications that extend beyesithg theories of disequilibrium
price dynamics. In contrast to previous resulies,demonstrate that prices in the
commonly adopted continuous double auction withtiplel markets need not converge
and may not realize efficient allocations on theéeorof magnitudes often found in
experiments with single markets and leads to quest@bout the role of coordination as
part of multiple market equilibration. Our findimi@lso suggest that dynamic theories of
equilibration can be useful in identifying the cdimhs under which these phenomena
may occur.

In applied settings ranging from financial marketsndustrial organization, economic
analysis often explicitly or implicitly relies ogmoring general equilibrium adjustments
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on isolated markets. It is difficult to conceivevhresearchers could practically account
for the phenomena in the field. However, experitalemarkets provide a viable setting
for exploring the relative magnitude of partial ageheral equilibrium adjustments in
economic analysis. For now, the experiments pedata verifying Walras’
Fundamental Principle under the demanding conditaord invite exploration to other
settings.
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APPENDI X A: Theoretical Background and Experimental Details

A.1l. Noteson Experimental Design and Parameters

The parameters chosen for the experiments reflectesiderable research on the
various possibilities. This appendix provides gargiew that attempts to help the reader
understand the parameters used and provides thtesested with suggestions about
additional experiments and tests.

Four parameters are used to form preferences #ral endowments across the
experimental series. These parameter${y, g} interacted with preferences and
endowments. The interactions with preferencesaifellows. Notice that is a scaling
parameter foX,, B is a scaling parameter f&g andy is a scaling parameter f&. The
parameteq operates on individuals to change the value déiht goods across the
individuals. The functions studied when in paraimodorm are:

Uz (X2, X3) = min Xo/qa, Xs/B]
Uz (X1, X3) = min [Xd/y, X/qB]
Us (X1, X2) = min Xi/qy, Xo/a]

The choice of experimental design also involvesgeraction of the four
parameters with initial endowments. The followag@ample illustrates the material that
will be presented in the table in the next sectidhe example is for the case of
clockwise unstable parameters that were actuabg usthe experiments.

Clockwise Parameters: (y, a, B, q) = (20, 40, 800, 1/3)
Type 1 Type 2 Type 3
Preferences: min{&,/40, X3/800} mIin{X;/20,3X3/800} mMIn{3X1/20, X,/40}
Endowments: E;=(0,08)=(0,0,800) E,=(y,0,0)=(20,0,0) Ez=(0,0,0)=(0,40,0)

The predictions for this set of parameters are:
() Equilibrium: (P4, P2) = By, B/a) = (40, 20)
(i) Dynamics: Unstable time path moving in a &latse direction

Table Al provides a pattern of parameters thatedea background for the
specific choice of parameters for implementati®arameters that theoretically lead to
closed cycles and to stable paths have been sthgiédderson, et. al., (2003) and by
Plott (2001). While existing studies did not uise parameters in the table, the
parameters used in those studies did lead to the gaalitative implications for system
behavior as the parameters in the table. Thusnale no attempt here to study
parameters that theoretically lead to stabilityh@oretically lead to closed cycles. The
question posed here is whether or not divergencdeabserved in practice so the focus
was on parameters that theoretically lead to demcg. Those parameters correspond to
specifications in the upper left and lower righflable A1, below. As can be seen, the
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difference between the clockwise and counter-clasgwreatments resides in the choice
of g and the choice of initial endowments.

Table A.1.1: General Parameter Set for Stability Analysis

Endowments

Q (y, a, B) = (20,40,800)

type ong(X1,X2,x3) = ( 0,a, 0) type ong(X1,X2,X3) = ( 0, OB)
type two(x1,X2,x3) = (0, 0,B) type two(x1,X2,X3) = (y, 0, 0)
type thregx,x2,x3) = (y, 0, 0) type thredgxs,x2,x3) = (00,0)

g>1 unstable counterclockwise Stable
q = 3 for equilibrium prices (40,20) equilibrium prices (40,20)
experiments
g=1 limit cycle limit cycle
counterclockwise clockwise
equilibrium prices (40,20) equilibrium prices (40,20)
g<1 Stable unstable clockwise
q = 1/3 for equilibrium prices (40,20) equilibrium prices (40,20)

experiments

Table A2 contains the parameter set for the exparimmconducted. The information in
this table is essentially the same as the infognah Table 1 in the text. Itis included
here for the convenience of readers who want tgpementhe parameters that were
implemented to the more general possibilities.

Table A.1.2: Preferences And Endowments

Type U'(xi,Yi,z) endowments | Remarks
i=1,2,3 w1 = (Xi,Yi,Z)

Clockwise: q=1/3,\,a, B) = (20,40,800); Equilibrium,P= By, Py =p/a
1 min{3y/40,z/800}| w;=(0,0,800) | The classical model
2 min{x/20,3z/800} | w,=(20,0,0) | predicts divergence
3 min{3x/20,y/40} | ws=(0,40,0) with tendencies in a

clockwise direction.

Counterclockwise: q = 3y,(a, B) = (20,40,800)

1 min{y/120,z/800}| w;=(0,40,0) | The classical model

2 min{x/20,z/2400}| ,=(0,0,800) predicts divergence

3 min{x/60,y/40} | ws=(20,0,0) with tendencies in a
counterclockwise
direction.
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A.2: Initial Conditionsand Cyclical versus Explosive Behavior

The cyclical price patterns depicted in Figure Betel in part on the initial
conditions, which in the current market implemeiotatould instead give rise to
explosive price patterns. Excess demand dynamiasontinuous market without noise
presented in Figure A.2.1 demonstrates the potdatiaxplosive, rather than cyclical
price dynamics depending on where prices initifdetably, from the training price
conditions (25, 25), the clockwise model predictshsan explosive dynamic. Further,
transactions occur at prices throughout the ppeees over the course of the entire
experiment, a result that's incompatible with thegose predictions of the difference
equations.

Clockwise Phase Diagram 150 CounterClockwise Phase Diagram

X Z,(P)=0 Z,(P)=0
5
A Z,(P)>0
100 K4 2,0 100r g | e 2,(P)<0
~ Explosiye ~ 7 S -
; 3 Price Path Z,(P)<0 g ‘8 RNV
2 gt g | *
& 20 & Cyclical N
N 10 g \
‘ N $ Price Path ’\3
50 [ v 2 . N 50 - )
, (P)>0>“ Cylical "~ *11 )
2 Price Path "\ ‘
» 5 ) _ 0
4(P)<0 * Explosive 1

v Price Path
ol4 od3 2 33— 3xA x5 3BT

| 2P . . ) 0 .
0 % 50 100 150 0 Z,(P)>0 | 50 100 150
<0

Price of )(1 Z,(P)>0 Price of )(1

FigureA.2.1: Cyclical and Explosive Price Paths

In practice, three features of the markets impldewm the experiment can give
rise to phase changes that induce cyclical priceachjcs even when prices may lie in the
explosive region. First, the limited number oftarof X; in the economy function as a
price ceiling forP; andP, that puts a ceiling on the degree to which explgrices can
be observed. Second, unmodeled variation in titegpat which trades execute is of
sufficient magnitude to “jump phase” and move Bioeo a region of the phase diagram
in which cyclical dynamics dominate. Third, coasting trades to integer units Xf
andX, complicates the excess demand dynamics allowingyidical behavior to be
observed from a larger set of starting conditioms substantially expanding the set of
equilibrium prices.

A.2.1 Effective Price Ceilings Bound Explosive Bsiks
A simple practical feature of the markets we stpogvent us from observing

unboundedly high prices. In an economy with noertban 800 units ofs, the price of
any good cannot exceed 800. The highest transgatice in the observed sample
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occurred foP, = 600 in the explosive region of the CounterClodentreatment,
suggestive of an explosive tendency in prices. aR#igss, though, this explosiveness is
limited by the available quantity of currency iretaconomy.

A.2.2 Unmodeled Variation in Price Processes

While excess demand driven dynamics provide aoredde model for expected
price changes, it is an incomplete model and agitie¢é changes are influenced by many
other factors that are not included in the moddie residual price variation is apparent
in the time series presented in Figure 3 and themogmed out exponentially weighted
moving average prices presented in Figure 4. EiguR.2 plots unsmoothed transaction
prices in the price space, demonstrating substamatiation above and beyond that
which is predicted by excess-demand dynamics.
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Figure A.2.2: Transaction Price Variability

Importantly, this unmodeled variability in pricessgufficient to systematically
transition from explosive regions of the price spatto the cyclical regions. To establish
this, we consider calibrated simulations of the@process based on the estimated
parameters from Table A.3.B’s Aggregated Demand éllastarting from several initial
positions in the explosive region while varying #imaount of “noise” in the process from
25% to 100% of the estimated variance. Runnin@®simulations for both treatments,
we calculate the frequency with which the pricecess reaches the upper bound and the
frequency with which it moves into the “Cyclical gflen” as characterized by price pairs
lying to the northeast of equilibrium (i.€;>40 andP,>20).

Table A.2.1 presents the results of this analysith, essentially all simulations
passing through the cyclical region and rarely heagthe price ceiling. Notably,
essentially all simulations entered the Cyclicafjiee of price space and very rarely did
the simulated price paths reach the maximum pedengs. Across all specifications for
the Clockwise treatment, only 3 out of 90,000 settiohs reached the price ceiling and
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only 5 failed to pass through the Cyclical Regidme CounterClockwise treatment
simulations had more explosive tendencies, butémbisiest conditions less than 11%
of simulations reached the price ceiling while asrall specifications, over 99% of
simulated price paths entered the Cyclical Region.

Table A.2.1: Properties of Simulated Price Paths
Panel A: Clockwise Treatment

Frequency of Reaching Frequency of Entering
Price Ceiling Cyclical Regions
Sim Variance
as %wof FittedVar 0% 25%  100% 0% 25%  100%

= (50, 10) 0% 0% 0% 0%  100%  100%
= -2 (10, 10) 0% 0% 0% 0%  100%  100%
- e (25, 25) 0% 0% 0% 0%  100%  100%

Panel B: CounterClockwise Treatment
Frequency of Reaching Frequency of Entering
Price Ceiling Cyclical Regions
Sim Variance
as%of FittedVar 0% 25%  100% 0% 25%  100%

. (50, 10) 0% 0%  11% 0% 100%  100%
2 2 (10, 10) 0% 0% 9% 0% 100%  100%
=& (25, 25) 0% 0%  10% 0% 100%  100%

The price dynamics in these simulations are aftebtepartial equilibration
forces arising from a good’s own excess demandefisas general equilibration forces
driven by other goods’ excess demands and erroectayn dynamics. The influence of
these additional forces on expected price dynamidemonstrated by the simulations in
which the unmodeled variance of the price proceset to zero. Notably, the price paths
in this simulation never reach the price ceilingmnstrating that general equilibration
forces and error correction dynamics suffice tovpre explosive price paths. Further,
these additional forces are not sufficient to dpwviees into the cyclical region of price
space, which requires some noise in the price peoietransition phases.

A.2.3 Indivisibility, Excess Demand, and Multiplguibria
The unmodeled variation in price dynamics needoeogntirely behavioral in its
origin and could arise from approximation errorgpplying a theory of equilibrium

based on abstract principles to a setting thatrdosisictly satisfy all the assumptions of
that theory. As an example of one such approxomagrror, consider the simple
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restriction that units of all commodities are indilble even though the theory of price
adjustment assumes individuals’ consumption deassiake place on a real-valued
continuum of quantity and price. Theoretically @aating for this indivisibility
substantially expands the set of equilibria, adticdon associated therewith . A full
analysis of these considerations presents a thearekercise well beyond the scope of
the current paper. Our intent here is simply tmdestrate the possibility for
indivisibility to generate a variety of equilibréand potential price processes.

First, we explain how to define the indivisible hairexcess demand as well as
indivisible demand under the assumption that themodity and price spaces are
constrained to be integer-valued. Then, we demateshow these demand functions
could influence price dynamics and market equéiprestricting attention to the case
with clockwise parameters.

A.2.3.1 Defining Integer-Valued Demand

An agent’s indivisible demand function is obtaid®dmaximizing their utility
subject to a budget constraint with integer-valuadables. Let us consider the first
agent-type with endowments:

maxU ™ (X) = min 3X, ,X, /20
subject t&} X, + B, X,+ X;= M,;= 80 (A.2.1)
X.or, in{ 123
For a given integer price(sPl, |32), let >2§1> be the utility maximizing quantity of

the second in the case of ordinary real commogiaes. Ignoring the indivisibility
constraint, of course this quantity will generailyt be integer-valued but rather a real

number. DefineX, =L)A(2J to denote the largest integer less than or equﬁlztand
also X, = ( )A(J denote the smallest integer larger than or equ%ilzt. The third good

quantities demanded correspondingdg and X, are respectively determined by the
budget equation withX; =800- B X, and X, =800- P, X, , each of which will be

integer-valued.
This agent is supposed to choose, as integral d&madmchever bundle of goods

gives the largest utility, sax(,)?gl), >‘<g1>). As demonstrated by the indifference curves in

figure A.2.3, the utility from the consumption bllmcéo, XW, >_(§1)) is clearly larger than

that derived frorr(O,ﬁ(Zl) ,ﬁgl)) , SO the integer-valued demand vector is given by:

intDY (R, R) =0, XY, X" (A.2.2)
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A similar analysis applies to maximizing welfare and cotimgudemamd for the secoil
agen-type that derives utility from a complementary comboratf commoditiesX; and

Xa.

Indifference

.........

‘tﬂ’F1 l‘.ﬂ Py

!
1
e SN e .

S I0 G 5 X9

Figure A.2.3 Indifference Curves for Integ-Constrained Consumption Bunc

The third ager-type, which derives no utility from the numeraire goo@sents
slightly more complicated optimization problel

maxU*®(x) = min 3X, ,X, /3

subject t&) X, + B X, + X,= M,= 46 (A.2.3)
X ar, io{ 1,23

In thedivisible setting ofareal commodity space, the solutiorthis problenis uniquely
determined wittX; = 0. However, when restricted to integer commodity spiex
solution becomes tedious and complicated. For instatib@ugh posiive holdins of X3
is irrelevant to his utility, the integer constraint will bring abpesitive holding o'X3 as
a result of utility maximizatioland could give rise to a multiplicity solutions How
many solutions may depend on the value of relativess for P; and P,. The fdlowing
picture well illustrates these phenomt

In Figure A.2.4, Ie()Zl, )22) be the optimal consumption bundle of perfe:
divisible goods and defir X, = L )A(lJ and X, = ( )21—| as nearest integers below &

above )21, respectively as in our analysis of the first a-type’s consumption problen
Further, lefX, =[ 40- R X, / B] and X, =[ 40~ B, X, / B| as the smallest and larg

integers oX; satisfying the budget constraint. This agent’s denfangdodXs is either
the residua X, = B, (40~ X,) - RX, or X, = B,(40- X,)- RX,. Examining the figun

further illustrates the multiplicity of solutions, as the bler(ﬁl, X2) gives the sam
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utility as (X,, X,). Therefore, demand in this case is not actualiynation, but rathe
the correspondence that includes, in this exal

intD® (R, B) O{[ X0 X, X [ X, X, % ] (A.2.4)
To get a sense of the multiplicity of such solusioonsider that for a candidate se
pricesP = (5,40() there are over 70 solutions to the third a-type’s optimizatior
problem.

e

Figure A.2.4 Indifference Curves for Ty}-3's Intege-Constrained Consumptic
Bundles

Summing the demand functions for the first two a-types with each of th
candidate solutions to the third ac-type’s optimization problem defines an exc
demand corresponnce:

intz(R,R)=>" int D' (R, B)-[20, 40, 80D (A.2.5)
A.23.2 Equilibrium and Price Dynamiwith Indivisibility

We apply brut-force numerical calculation to investigate the &gaum and
price dynamics subject to integer constraints acepr Using Mathematica for the
purposes to demonstrate our results, we consifbeecinteger price se
s={(i j)li=1,..,200j = 1,...,5J0 Given the demand correspondences fror

previous subsection, the equilibrium will dependadrich bundle is selected from tf
correspondence, requiring an additional assumpti@omplete the model. Here,!
considelone random and two dirministic approaches resolving this indeterminacy
First, suppose that each agent randomly drawsgéestonsumption bundle fro
the correspondence that maximizes their utilityefach possible pricP0S. Under this
specification, the set of market excess demandifumecbecomes vast. Denoting th
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market excess demand functions by ran-intZ(P;,P,), not that these provide a mapp
from integer space into integer space. Consequafthlrasian dyrmics can be
represented by the difference equa

R - P, =random-intZ( p_,) (A.2.6)

Given the random selection of consumption bundhes,adjustment process will |
necessarily stochastis

50 75 100 25 150 175 200

Figure A.2.5 IntegerValued Partial Equilibrium anExcess Demand Dynamics w
Randomly Selected Bundles from the Demand Correfgru

Figure A.2.5 presents the set of prices for whiattigl equilibrium obtains i
blue pixels (for whictrandom-inZ, ( p) = Q and red pixels (for whic

random-inZ, ( p) = 0. Consistent with the usual definition, equilibi prices ar

defined by those points at which the excess derfarubth goods equals zero. Uni
this specification, there are 228 price combinaitirat are compatible withro exces:
demand, demonstrating the severe multiplicity depbal equilibria. The black lin
traces out the price path based on the price pihed! by equation (A.2.6), whic
notably follows the cyclical pattern despite stagtin the explosive rdon of the
clockwise treatment. Driven by the random selectonsumption bundles, the inte-
constrained dynamic allows for many other potermtéhs.

To remove the randomness in resolving the consemgtioice, consider
setting wherein agents choose the bundle from tleirand correspondence weither
the smallesor largesiquantiies ofX;. TheseMinimal and MaximaX; specificatiols are
presetted in Figure A.2. Panels A and B, respectively. The MinirX; specification ir
Panel A contains a large numbei964 equilibrium price combinatioralong with &
candidate price path that travels away from equulib before being absorbed by f
bouncary. The MaximaX; specification in Panel B includes only 78 equihranc
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suggest a price path starting from (25, 25) thétstart to orbit clockwisely befor
approaching the boundary price P-.

!

75 100 125 150 200 25 50 75 100 175 200

Figure A.2.6 IntegerValued Partial Equilibrium and Excess Demand Dyreanaith
Selecting Bundles from the Demand CorresponderateMimimize X;

The analysis here is in no way intended to progidexhaustive consideration
equilibrium dynamics in the preserof indivisibility, but rather illustrates that evex
simple approximating model can generate richlyagpredictionafteraccounting fol
practical frictions.In many ways, this complexity underscores the ssirgy degree ti
which exces-demand drive dynamics from an abstract continuous model proaid
informative device for predicting price dynam

A.3: Alternative Models of Disequilibrium Price Dynamics
A.3.A. PriceDynamics and Equilibrium (No-Attractior

In order to evaluate the degreewhich equilibrium attraction might shape pr
dynamics, ve consider whether concurrent deviations from dayiuim prices predic
future price movements. To test this link, we esgrchanges in prices on the diste
between prices and equilibrium, tcich we will refer as thEquilibrium Attraction
Absolute Modke.

FRANIREAE
1El L = °+ S (A3.1)
|:|82L,t Pz,t - P21—1 A &, 3y, 20— P2,t—1 €

An alternative approach to modeling price movemeatssiders relative, rather th
absolute price changes. To evaluate this spetiditave regressercentage changes

)
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prices on the distance between prices and equitirby which we define the
Equilibrium Attraction Relative Model

{Fgl%tlpll—1:|:|:a10:|+|:a11 a12:|(40_ F.i,t—lJ+|:£11:| (A.3.2)

|82L,t / P21—l Ay 3, &y || 20- P2,t—l € -

Table A.3.1 presents the coefficients on pricemfestimating the Equilibrium

Attraction model for both the absolute (Panel Aj &me relative (Panel B) specifications,
pooling all sessions into a common treatnf&nthough a statistically significant
relationship, the estimated impact of price dewiadifrom equilibrium on price
innovations is nearly zero. To illustrate, for vanit of X3 that prices deviate from

equilibrium prices, we would expect a correctioronfy 0.022 units in the next
transaction.

Table A.3.1: Estimated Coefficientsin Equilibrium Attraction Models
Panel A: Absolute Attraction Panel B: Relativéradtion
Estimate StdError t-Sta p-val Estimate  StdError t-Sta p-val
222 E02 5.38E-03 4.21 <0.01 a&; 2.75E-04 9.89E-05 2.7¢ 0.01
-228 EO3 541E-03 04z 067 ap -471E-05 1.01E-04 0:4€¢ 0.64
-250EO3 241E-03 1.02 030 ay -1.72E-05 7.50E-05 23C 0.02
1.02E02 462E-03 221 0.03 ay 3.02E-04 145E-04 2.0¢ 0.04

The Equilibrium Attraction Model, rather than senyias a theoretically grounded model
of disequilibrium price dynamics, serve as an eawetoic specification for testing the
degree to which equilibrium prices predict pricamtes. Indeed, the regression
specifications in (A.3.1) and (A.3.2) can be intetpd as an Error Correction Model
where transaction prices follow independent urot grocesses converging to the
equilibrium prices. Despite lacking a theoretiwaindation, this specification provides a
viable reduced-form device for testing whether gsiadeviation from theoretical
equilibrium directly predict price changes. Theakmess of this predictive relationship
demonstrates the degree to which prices diverge the theoretical equilibrium.

A.3.B. Comparing Model Specifications for PricenBgnics

We can combine the regression specifications fleerBquilibrium Attraction and
Classical Models into an aggregated model thawallos to evaluate the relative

2 We apply the same treatment to price changes aslogt in later sections to estimate the structural
relationship between price changes and excess dkntdging price changes at the transaction level,
winsorized to limit outlier influence, we estimatik models equation-by-equation using FGLS accognti
for Autoregressive Conditional Heteroscedasticitthim each session.
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explanatory power of Equilibrium Attraction, exceksmand in the Classical Model, and
excess demand in the Relative Classical Model. régeession equation of the
aggregated model for commodiXy takes the form:

P~ Ryu= @t 8,7 (40- B )+ &5(20- P, )
+az"( 40- Plt—l) -t an(20- P ) Py
+a'z, ,(R,)+ a2z, (R)
+ay 2y, (R 1)Pn—1+aizzz,—( P)R #éq

(A.3.3)

The analogous model for commodKy is constructed similarly. Note that equation
(A.3.3) nests all the models evaluated in the papith the parameters superscripted by
EAA, EAR, GA, and GR corresponding to the Equilitoni Attraction Absolute,
Equilibrium Attraction Relative, Generalized Abs@uand Generalized Relative Models,
respectively. Our interest in this specificatisrpurely empirical, as estimating this
aggregate regression model allows us to identificwvforces are most relevant to
explaining price processes. Table 9 presentsaipe@ssion results for the model in
equation (9), separately for commodity(Panel A) and; (Panel B).

Table A.3.B: Estimated Aggregated Dynamic Model Coefficients
Panel A: Commodity X Panel B: Commodity X

Coeff Std Error t-Stat p-Val Coeff Std Error t-Stat p-Val
a;" -371E-02 1.37E-02 -027 079 a,° 1.27E-03 5.05E-03 025 0.80

EAA EAA

a, -1.50 E-05 7.55E-03 -0.20 0.84 a, 1.91 E-03 7.20E-03 0.26 0.79

EAR

a’" 9.03E-04 453E-05 1.99 005 a,  -2.77E-05 1.30E-05 -2.14  0.03

EAR EAR

a, -1.37 E-04 9.09E-05 -150 0.13 a, 3.30 E-05 4.31E-05 0.77 0.44

a’ 3.05E-02 2.30E-02 133 019 &  995E-03 1.35E-02 074 0.46
a, -460E-03 1.49E-02 -031 0.76 a, -2.17E-03 594E-03 -0.37 0.71
a 2.68E-03 479E-04 559 <001 a,  3.93E-04 177E-04 222 0.03
ay 411E-04 137E-04 299 <001 a,  219E-03 221E-04 9.91 <0.01

We first consider the empirical relevance of theadite models for characterizing price
dynamics, which seem quite limited compared toréhative models. Only one of the
eight coefficients associated with an absolute hagg, achieves marginal significance.
However, this significance should be greeted wkipsicism given the same coefficient
was not statistically significant in the EquilibmuAttraction model specifications
presented in Table A.3.1 that did not include exaismand measures in the set of
regressors. A Wald test of the joint zero restitbn all eight absolute model
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coefficients is rejected at the 0.02 significarexeel, suggesting the absolute measures of
excess demand and disequilibrium do have some reatoley power.

We next consider the degree to which equilibriutraation forces characterize expected

price dynamics. The marginal significance resuliscate thata;® andal" provide

statistically significant predictors for expectatcp dynamics, but their influences are
quite small with a price divergence of 100 leadimg@n expected correction of less than
1%. None of the Absolute Attraction predictors stegtistically significant and a joint

EAA_ E.

test thata7" = a}*" = a;*= a;*=0 is not rejected with a p-Value of 0.45.

Our last observation seeks to evaluate the degrefith partial and general equilibrium
adjustments influence expected price dynamics.b®égn by noting that the joint
restrictiona3' = a5 = a5 = a$*=0is rejected by the data sineg*and a$} both reach the
threshold for statistical significance. Howevée tmagnitude of the diagonal
coefficients(q';) Is clearly much greater than the magnitude ofbfiieiagonal

coefficients(a;).
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APPENDI X B: FiguresPresenting Time Series Resultsfor All Sessions
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FigureB.1: Transaction Price Time Series (Figure 3)
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FigureB.2: Period Average Prices and Phase Diagram (Figure 4)
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Figure B.3: Excess Demand Dynamics (Figure 6)
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Figure B.4: Period-End Allocation Efficiency (Figure 8)
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APPENDI X C: Session-Level Regression Results

Table C.5.A: Session-Level Resultsfor Absolute Equilibrium Attraction Model

ai1
Coeff 5.74E-02
Std Err  1.34E-02
t-Stat 4.28

ai1
Coeff 3.91E-02
Std Err  1.44E-02
t-Stat 2.72

aig
Coeff 3.11E-02
Std Err  1.73E-02
t-Stat 1.80

Clockwise - 021127
a2 a1 a2
-1.92E-01 -4.06E-03 6.37E-02
4.33E-02 5.15E-03 8.47E-03
-4.44 -0.79 7.52

Clockwise - 021211
a2 a1 ap
-1.40E-02 9.42E-03 1.32E-02
8.92E-03 6.84E-03 9.69E-03
-1.57 1.38 1.36

Clockwise - 030717
a2 a2 a
-1.46E-03 1.92E-02 1.14E-02
2.01E-02 7.14E-03 1.05E-02
-0.07 2.68 1.08

CounterClockwise - 030130
a1 a2 a1 apy
9.68E-03 2.09E-02 -2.11E-02 7.19E-03
1.12E-02 1.11E-02 8.13E-03 1.12E-02
0.86 1.88 -2.60 0.64

CounterClockwise - 030428

a1 a2 a1 apo
1.75E-02 1.83E-02 -9.10E-03 2.36E-02
9.79E-03 1.53E-02 4.77E-03 1.26E-02
1.79 1.20 -1.91 1.88

CounterClockwise - 030620
a a2 az az
-1.77E-03 8.49E-02 -1.92E-02 2.77E-02
1.26E-02 2.69E-02 1.17E-02 2.38E-02
-0.14 3.15 -1.64 1.16

Table C.5.B: Session-Level Resultsfor Relative Equilibrium Attraction Model

agg

Coeff 1.07E-03
Std Err  7.18E-04
t-Stat 1.49
a1
Coeff 2.58E-04
Std Err  2.24E-04
t-Stat 1.16
ai1
Coeff 2.95E-04
Std Err  1.96E-04
t-Stat 151

Clockwise - 021127
a2 az a
-2.71E-03 6.78E-04 2.36E-03
2.32E-03 4.29E-04 7.91E-04
-1.17 1.58 2.98

Clockwise - 021211
apz a1 a2
-3.24E-04 1.55E-04 1.97E-04
1.38E-04 2.13E-04 3.02E-04

-2.36 0.73 0.65
Clockwise - 030717
aiz ax az

-1.11E-04 2.66E-04 5.52E-04 °

2.26E-04 1.98E-04 2.92E-04
-0.49 1.34 1.89
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CounterClockwise - 030130

ajg a2 az a
5.18E-04 5.67E-04 -6.89E-04 4.04E-04
3.54E-04 3.49E-04 2.00E-04 2.79E-04
1.47 1.62 -3.45 1.45

CounterClockwise - 030428
a1 apz a1 a2
1.16E-04 2.94E-04 -3.79E-04 4.40E-04
1.66E-04 2.58E-04 1.17E-04 3.35E-04
0.70 1.14 -3.25 1.31

CounterClockwise - 030620
a1 a2 az a2
7.69E-05 1.41E-03 -5.91E-04 5.88E-04
2.92E-04 6.25E-04 3.32E-04 6.81E-04
0.26 2.25 -1.78 0.86



Coeff
Std Err
t-Stat

Coeff
Std Err
t-Stat

Coeff
Std Err
t-Stat

Coeff
Std Err
t-Stat

Coeff
Std Err
t-Stat

Coeff
Std Err
t-Stat

TableC.7: Session-Level Resultsfor Absolute Excess Demand M odel

an
2.55E-02
9.81E-03
2.59

ail
2.58E-04
2.24E-04

1.16

ail
2.95E-04
1.96E-04

151

Clockwise - 021127

a2 a1 a
1.25E-03 -1.15E-02 -1.75E-03
1.42E-03 4.24E-03 5.01E-04

0.88 -2.71 -3.50

Clockwise - 021211

aiz a1 az;
-3.24E-04 1.55E-04 1.97E-04
1.38E-04 2.13E-04 3.02E-04
-2.36 0.73 0.65

Clockwise - 030717

a2 a1 a2
-1.11E-04 2.66E-04 5.52E-04 °
2.26E-04 1.98E-04 2.92E-04
-0.49 1.34 1.89

CounterClockwise - 030130

aj; a2 az az

-5.08E-02 -6.07E-03 2.11E-02 -3.36E-04
2.33E-02 2.30E-03 1.70E-02 1.76E-03
-2.18 -2.64 1.24 -0.19

CounterClockwise - 030428
a1 a2 az1 az

1.16E-04 2.94E-04 -3.79E-04 4.40E-04
1.66E-04 2.58E-04 1.17E-04 3.35E-04
0.70 1.14 -3.25 1.31

CounterClockwise - 030620
ai aio a1 az

7.69E-05 1.41E-03 -5.91E-04 5.88E-04
2.92E-04 6.25E-04 3.32E-04 6.81E-04
0.26 2.25 -1.78 0.86

Table C.8: Session-Level Resultsfor Relative Excess Demand M odel

ann
8.89E-04
2.52E-04
3.53

a1
9.67E-04
2.06E-04

4.70

a1
3.20E-04
2.60E-04
1.23

Clockwise - 021127
a2 a1 ay
3.88E-05 2.86E-04 -2.98E-05
1.63E-05 9.03E-04 3.53E-05
2.37 0.32 -0.84

Clockwise - 021211

aio a1 a2
2.06E-08 3.24E-04 -1.17E-05
9.49E-06 7.89E-04 6.04E-06
0.00 0.41 -1.94

Clockwise - 030717

aio a1 a2
-1.03E-05 1.60E-03 -1.39E-05 °

1.40E-05 7.63E-04 9.87E-06

-0.74 2.10 -1.41
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CounterClockwise - 030130

ag; aip az az

-3.34E-04 -5.46E-05 2.09E-03 -2.58E-05
5.26E-04 2.84E-05 4.93E-04 2.99E-05
-0.63 -1.92 4.24 -0.86

CounterClockwise - 030428
ai1 aio a1 az

5.29E-05 1.04E-05 1.69E-03 -1.37E-05
2.58E-04 1.18E-05 3.61E-04 8.56E-06
0.21 0.88 4.69 -1.61

CounterClockwise - 030620
ai1 ai a1 az

-1.44E-03 -5.20E-05 2.65E-03 -2.84E-04
1.38E-03 6.07E-05 1.86E-03 1.35E-04
-1.04 -0.86 1.42 -2.10



GoodX;
Coeff
Std Err
t-Stat

GoodX,
Coeff
Std Err
t-Stat

GoodX;
Coeff
Std Err
t-Stat

GoodX,
Coeff
Std Err
t-Stat

GoodX;
Coeff
Std Err
t-Stat

GoodX,
Coeff
Std Err
t-Stat

;"
-6.12E-02
1.42E-01
-0.43

EAA

&,
-1.17E-01
6.98E-02
-1.67

EAA

&,
-1.33E-01
9.99E-02
-1.33
;"
-8.89E-03
5.38E-02
017

a,”
-2.20E-01
1.16E-01
-1.89

a,”
-8.41E-02
6.50E-02
-1.29

Table C.9: Session-Level Resultsfor Aggregated M odel

Panel A: Clockwise Treatment Session Level Results

alEAA
2
-9.53E-02
1.95E-01
-0.49

EAA

aZZ
2.77E-01
1.11E-01

2.50

EAA

a,

-4.18E-02
1.74E-02
-2.40

a,"
1.20E-02
1.69E-02
0.71

a,"
-5.80E-02
4.01E-02
-1.45

EAA

a,
-3.12E-02
3.57E-02
-0.88

EAR

a,
5.42E-03
1.44E-03

3.77

EAR

a,
6.86E-06
6.56E-04

0.01

EAR

a,
7.52E-04
2.80E-04

2.68

EAR

&,
-3.21E-05
1.38E-04
-0.23

EAR

a,
7.58E-04
4.31E-04

1.76

EAR

a,
1.71E-04
2.21E-04

0.77

Clockwise - 021127

EAR

a,
2.64E-03
2.97E-03

0.89

EAR

a22
-5.16E-03
2.25E-03
-2.30

Clockwise - 021211

EAR

&,
7.56E-04
3.69E-04

2.05

EAR

a,
-3.31E-04
2.87E-04
-1.15

Clockwise - 030717

EAR

&,
1.49E-03
7.43E-04

2.00

EAR

&,
6.19E-04
3.92E-04

1.58
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alGlA
-2.32E-03
7.06E-02
-0.03

GA

&,
-2.85E-03
3.25E-02
-0.09

GA

&,

-2.36E-01
2.10E-01
112

3,
1.19E-01
1.85E-01
0.65

ajy
-6.41E-02
2.53E-01
-0.25

a,
-1.36E-01
1.91E-01
-0.71

GA

a,
1.52E-02
1.52E-02

1.00

GA

322
-4.25E-03
7.40E-03
-0.58

GA

a,
8.33E-02
1.02E-01

0.82

GA

a,
1.35E-02
5.35E-02

0.25

a;
-3.34E-02
1.01E-01
-0.33

GA

&,
2.93E-02
3.95E-02

0.74

ajy
1.55E-02
3.46E-03
4.50

=
-3.31E-03
1.73E-03
-1.92

a,
1.22E-02
2.59E-03

4.70

o

-4.02E-03
1.75E-03
-2.30

aj]
4.29E-03
3.47E-03
1.24

GA

&,
1.68E-03
1.88E-03

0.89

aj;
-1.61E-03
6.39E-04
-2.51

.
4.36E-03
1.47E-03
2.96

GR

&,
9.22E-05
8.62E-04

0.11

&
3.30E-03
1.23E-03

2.68

a;
1.44E-03
1.04E-03

1.39

GR

&,
3.17E-03
1.09E-03

2.92



GoodX;
Coeff
Std Err
t-Stat

GoodX,
Coeff
Std Err
t-Stat

GoodX;
Coeff
Std Err
t-Stat

GoodX,
Coeff
Std Err
t-Stat

GoodX;
Coeff
Std Err
t-Stat

GoodX,
Coeff
Std Err
t-Stat

Table C.9: Session-Level Resultsfor Aggregated Model (cont.)

a;”
-3.31E-01
9.61E-02
-3.44

EAA

&,
1.85E-02
4.85E-02

0.38

EAA

&,

-6.92E-02
4.41E-02
157

;"
1.63E-02
1.23E-02
1.32

alEAA
1
-1.68E-01
9.60E-02
-1.75
azEAA
1
1.40E-01
8.23E-02
1.70

a,"
3.67E-02
3.85E-02

0.95

EAA

a22
2.82E-01
1.41E-01

2.00

EAA

a,

-7.08E-03
3.04E-02
0.23

a,"
-1.98E-01
9.16E-02
-2.16

a,”
-1.38E-01
1.69E-01
-0.82

EAA

a,
-6.42E-02
3.19E-01
-0.20

Counter Clockwise - 030130

EAR EAR GA

a, a, a; a)
2.56E-03 -1.21E-03 -2.15E-01 -1.46E-01
6.23E-04 7.23E-04 1.12E-01 6.37E-02

411 -1.68 -1.92 -2.29
;" a," 3, 3,

-8.02E-05 4.57E-04 2.65E-02  3.47E-02
2.69E-04 7.43E-04 4.81E-02  3.82E-02
-0.30 0.62 0.55 0.91

Counter Clockwise - 030421

EAR EAR GA GA

a, &, a, a,
2.03E-04 -8.04E-04 -1.05E-01 -9.32E-02
1.04E-04 2.75E-04 9.39E-02 1.10E-01

1.95 -2.92 112 -0.84
" a," a; a;

-4.00E-05 4.24E-04 1.10E-02 -4.47E-03
2.45E-05 1.86E-04 3.98E-02 3.39E-02
-1.64 2.27 0.28 -0.13

Counter Clockwise - 030620

EAR EAR GA

a, a, a; a;
1.69E-03 1.54E-03 1.48E-01 -1.02E-01
5.31E-04 2.61E-03 4.09E-01 2.12E-01

3.18 0.59 0.36 -0.48
a,” a," 3, 3,

-5.07E-04 7.92E-03 -6.65E-01 -1.27E-01
5.71E-04 1.58E-03 2.49E-01 1.87E-01
-0.89 5.02 -2.67 -0.68

-53-

Panel B: CounterClockwise Treatment Session LiRgsllts

"
7.65E-03
2.56E-03

2.99
a;;:

-3.53E-03

2.02E-03
-1.75

a,
7.10E-03
2.01E-03

3.53

o
3.04E-03
1.21E-03

2.51

alGlR
1.14E-02
9.89E-03
1.15

GA

&,
1.57E-02
9.31E-03

1.69

aj;
3.29E-03
1.02E-03
3.23

e
9.58E-03
1.96E-03
4.90

GR

&,
5.82E-04
3.89E-04

1.50

&
1.79E-03
4.62E-04

3.87

a;
5.49E-03
3.51E-03

1.57

GR

&,
5.72E-02
7.17E-03

7.97



