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Prices exhibit subtle coordination features among multiple markets, reflecting
opportunity costs and fostering specialization throughout the economy.  Furthermore, it is
widely believed that prices can adjust rapidly, and possibly almost immediately while
carrying information about worldly events from insiders to non-insiders who can use it.
By receiving the information contained in prices the otherwise uninformed can adjust to
those events.  Not only do prices appropriately reflect opportunity cost within properly
supportive institutions, they carry all available, relevant information known throughout
the economy.

The theory that leads to such a broad interpretation of market processes is based on
technical principles and an appropriate institutional setting.  The economy can be
described by a large set of equations, roughly on the order of the number of individuals
and firms times the number of commodities that exist to be produced and allocated.
Equilibrium follows as a solution to the system of equations, a delicate pattern of zeros
that balance demand and supply across the economy.  In addition to finding the solutions
to this system of equations the markets are acting like a statistician, gathering information
scattered within the system, aggregating it and publishing it so that the knowledge of
insiders is available for all to use in making economic plans.  Basically, the markets are
finding the zeros of a system of equations that no one knows and in the process are
collecting information that is disbursed across the system, like a giant statistical vacuum
cleaner, organizing it and publishing it for all to use.

Theories are rather vague about the types of institutions that might be helpful or harmful
but if market institutions of any form and in any context can actually perform such tasks,
it is an amazing and potentially valuable feature of human social interaction.  Not only
could (perhaps selective) competitive processes be interpreted as efficiently allocating
resources; they can also be understood as promoting an efficient use of information.
Furthermore, if such powers can be harnessed, then it might be possible to create new
forms of competitive processes, unlike those that have evolved naturally, and use them to
solve problems that were thought to be beyond solution.

Rather natural questions have motivated a broad spectrum of basic research. These
questions are used to organize the paper. First, can any form of markets do it?  Is the
capacity to find the zeros and collect the information simply beyond the abilities of
humans and decentralized human organization?  Secondly, if markets can do it, how do
they do it?  What principles are in operation?  Third, how can we find an answer to the
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first two questions?  Field data are staggeringly complex with many parameters
associated with any data set and a near impossibility of determining if some exact set of
equations were solved. It might be even harder to measure the initial pattern of
information that existed in the system to be collected.  In view of this complexity how
can the answer to the first questions be determined?  Of course, the answer to the third
question will be to use laboratory experiments and part of this review is intended to
illustrate how that can be done.

The answer to the third question motivates a fourth question: of what use are any answers
produced by laboratory experimental methods?  While laboratory markets may be real
markets, they are, nevertheless, very simple. Applications of general interest are in
complex, naturally occurring markets.  Of what good are the lessons from experiments if
applications in the complex field environments are the sources of interest?

The approach to answering this fourth question is similar to the approach used by all
experimentalists, if not all basic scientists in all branches of science – by example.   The
strategy is to illustrate how basic science, motivated by the first questions has had the
unintended consequence of producing results that were useful for application.  As it turns
out, the example used here is only one of many examples of such success.

The answer to this fourth question heavily influenced the organization of this paper.  The
final section of the paper discusses an example of what will be called an “Information
Aggregation Mechanism” that was designed and implemented as a tool to be used only
for the purpose of collecting and aggregating information that was otherwise distributed
as intuition and opinions among a group of people.  The tool itself and the ability to
implement it are the results of a long history of basic, laboratory experimental research.
The paper is organized to illustrate the nature of answers to the first two questions posed
above but the answers are constrained to research that directly or indirectly proved to be
important for the application. Rather than exploring the enormous range of experiments
that each of the first two questions have motivated, the paper will be constrained to
research that is closely related to the path that leads to the application presented in the
final section.

The paper is outlined as follows.  The first two sections are intended as introductory
material for those unacquainted with laboratory experimental methods and/or the
background models that are used to interpret results.  Section one, “Institutions and
Experimental Procedures”, is an introduction to the special trading mechanism that is
used in the markets studied.  An enormous range of market architectures has been studied
but one in particular has emerged as the most efficient and for that reason it is the one
that was used in the application.  Section two, “A Brief Outline of the Classical Market
Model”, introduces two important classes of models. The first is that of general
equilibrium, the set of equations that the model suggests that the system solves and the
second class contains specific models of price adjustment, which will be useful as tools
for interpreting the data produced by markets.  The intuition about the nature of
economics provided by these models is fundamental. The third section, “Can Markets
Find the Zeros?”,  reviews two examples.  As it turns out there are many demonstrations
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of the ability of markets to solve the system of equations of the general equilibrium
model.  The examples chosen for the section demonstrate the robustness of that ability
and lead to an understanding of possible limitations.  The first example is a one
commodity economy, which is reviewed simply to illustrate the nature of an experiment,
the data produced in an experiment and how markets behave.  It is included for those
readers who are not seeped in the experimental economics literature.  The second
example is a three commodity case that will be used extensively to explore the price
discovery process.  Section four, “How Do Markets Do It? Principles of Market
Adjustment”, covers the major features of what is known about market adjustments in the
light of the data produced by experiments.  The classical models of dynamics are
extremely useful and appear to hold secrets of the principles of price discovery.
However, as it turns out, the classical theories of price adjustment are incomplete and that
incompleteness suggests that any application should proceed with care. Section five,
“Can Markets Collect and Aggregate Information?”, turns to a discussion of information
collection and the related issue of rational expectations.  Experiments demonstrate that
markets organized along the lines of those discussed in the first sections have the capacity
to perform the task of information aggregation but the information collection process
itself remains a mystery.

Section six, “Are The Lessons From Simple Cases Useful?”, contains a discussion of an
application.  Many examples of laboratory experimental economics applications exist but
this one is of special interest because it would not have been conceived and it certainly
would not have been implemented had it not been for laboratory experiments.

Section 1.  Economic and Institutional Environments

 For those unfamiliar with laboratory experimental methods in economics a brief
orientation might be useful.  Experimental methods in economics and in political science
reflect a broad feature of models and theory. Many economics models if not all models,
fall within what might be called a “fundamental equation” of economics and political
science (Plott, 1979).  The “equation” says that principles are typically based on
interactions of four different classes of parameters.  These classes of parameters consist
of a commodity space, preferences over that commodity space, a subset of the
commodity space called a feasible set of outcomes and institutions. The overriding
principle that completes the model is called an equilibrium or solution concept,
depending on the type of model employed.

By controlling such variables experimentalists are able to explore a wide variety of
processes.  The hard parts from the point of view of experimental control are the
preferences and the institutions.  The commodity space can be any abstract set and
certainly the concept of a feasible set is not difficult to imagine. Equilibrium and solution
concepts are part of theory used to predict the experimental outcomes and are not under
the control of the experimenter.  The idea is to control the preferences and institutions
and ask about the extent to which the predictions of the solution concept or equilibrium
concept are accurate and to compare the relative accuracy of different concepts.
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The objective is to study the accuracy and relative inaccuracies of models.  The process
that can be created for study are simple but they are nevertheless real processes in the
sense that real people follow real incentives in making real decisions.  The simplicity of
the processes should not be confused with the reality from the point of view of models.
General models such as those typically applied to complex field settings should be
expected to work in the simple and special cases.  The experiments are designed to
explore that possibility.

1.1 Induced Preferences

Key variables are obviously preferences.  Given a commodity space, say X, preferences
are induced by assigning a function Ui(x) to individual i that maps the outcomes of the
process to dollars taken home by individual i who has a quantity x.  Notice two facts.
First if the individual prefers more money to less and if there are no side payments or
other phenomena that might influence an individual’s attitude toward X, then the function
Ui(x) induces preferences for X through the classical theory of derived demand.  The
variables in X become valued as a means to an end.  Second, there are no special bounds
on the form of Ui(x).  In particular there is no need for the quasi-linear preferences
characteristic of early economics experiments.1  Third, there are no particular constraints
on the dimensions of X.  Thus, the system created for experimental study could involve
private goods, public goods or combinations of private and public goods.  General
equilibrium systems can be created without the need for linearity or the absence of
income effects implicit in the use of quasi-linearity.

In some cases the utility function can depend upon a state variable, θ.  Typically the
probability of θ is public information.  For the experiments reported in the first four
sections of the paper, underlying random variables are not important from the point of
view of the structure of the environment.  Special discussions will cover cases introduced
later, in which information and randomness are important.

1.2 Time and the Economic Environment

As will become increasingly clear the notion of time plays an important role in the
experiments that will be reported here.  The economic environment proceeds as a series
of trading periods or trading days.  It is similar to the flow of economic activity involving
daily trades and economic activities by contrast to the static equilibrium models often
found useful. For the most part, in the experiments reviewed here the environment will
have punctuated periods of stationarity in which the parameters at the start of one day are
exactly like those of the preceding.  Each individual is aware of his/her own parameters
but knows nothing about the preferences or endowments of others.  Changes of

                                       
1 Smith (1976) formalized the concept of induced preferences.  Generalization to cases in which quasi-
linear preferences were not used was in the public economics context (Fiorina and Plott, 1978) and it is the
non- quasi-linear form that tends to be used in the multi market settings.   Without the quasi linear form the
magnitude of incentives in terms of dollars need not be related at all to the prices that evolve in the markets.
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parameters are not public information and are often hidden so any change in market
conditions are not detectable by individuals whose parameters might have changed.

Many alternative structures have been studied.  In some cases there is no structured end
of a “trading day” and inventories carry forward from one day to the next.  In other cases
the environment incorporates assets in which the commodity might last many periods and
the payoff at any instant might be related to payoffs in the past. In such environments
speculative bubbles can occur and research has focused on the properties of instruments
that might prevent their development.2  For purposes to be made clear later, interest here
is focused on institutions and on equilibration that is not interrupted by speculation.  It is
well known, and well illustrated below, that principles of equilibration work reliably
under conditions of coordinated “trading days” or “trading periods”.  Under such
conditions bubbles and related phenomena are less likely to be observed.  For this reason,
the design of the “Information Aggregation Mechanism” reviewed in the last section
incorporated the independent trading day environment.

1.3 Institutions: The Multiple Unit Double Auction

The markets reported here are all organized according to the multiple unit double auction
process (MUDA) developed for implementation on the web through a program developed
by the Caltech Laboratory for Experimental Economics and Political Science, called
Marketscape.  The importance of these technologies should not be minimized because
they are the embodiment of special institutions.   They are not simply “software
programs”.  They have a history of evolution and advancement in the light of
experimental study.  3 These technologies and methodologies, together with the practical
lessons from experiments made it possible to go (almost) directly from laboratory
experiments to field applications such as the one discussed in the final section.

Subjects were located remotely at home or in offices and were logged into a real time and
continuous market.  Incentives were sent at the beginning of each period.  Subjects who
wanted to place orders could do so by choosing the market with a mouse click, filling in
the price and quantity and with a click, sending the order to the market. An order that

                                       
2 See Lei, Noussair and Plott (2001); Smith, Van Boening and Wellford (2000); Smith, Suchanek and
Williams (1988); Van Boening, Williams and LaMaster (1993): Porter and Smith (1994).
3 The history of this particular architecture reveals subtle aspects of trading institutions and very important
advances in the technology of market architectures found in the experimental economics literature. The oral
double auction in which agents could trade only one unit per period was first studied by Smith (1962). The
generalization to the case in which agents could trade more than one unit per period was studied by Plott
and Smith (1978), but still each transaction could involve only one unit.  The implementation of an
electronic version appeared with Williams (1980) who also introduced an electronic book when working
closely with Vernon Smith.  However, all trades could only involve only a single unit.  Reflecting a need to
study markets with large volume the double auction was generalized to the multiple unit double auction
(Plott and Gray, 1990) called MUDA, in which each transaction could involve multiple units, which was
implemented for local area networks of multiple markets by Johnson, Lee, and Plott (1989) and more
recently for internet and web implementation as Caltech’s Marketscape programs.  The Marketscape
program is capable of supporting experiments with hundreds of markets and hundreds of traders located
around the world.  A methodology for managing experiments with a large number of remotely located
subjects has also evolved.
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“overlapped” the other side (an order to buy that was above the lowest sell order price or
an order to sell that was below the highest buy order price) traded immediately up to the
amount of the crossed order with any remaining treated as an unfilled order. Orders that
did not overlap, the unfilled orders, were placed in a public order book.  Clearance and
settlement was immediate with the units transferred from the seller to the buyer and the
money transferred from the buyer to the seller.  All trades were public in the form of a list
and in the form of a graph.   Both were accessible through a mouse click.  Unfilled orders
could be cancelled by the agent placing the order.  Any agent could speculate by buying
and selling.  The periods were of fixed length with a countdown clock indicating the
amount of time left in a period.  When a period was over each trader was informed of
their financial position and given new incentives for the next period.

The multiple unit double auction was chosen for study because experiments have
demonstrated that it has the capacity to support multiple markets with large volume and
efficiently guide the process to the competitive equilibrium.  By contrast, other double
auctions, such as oral processes, or computerized processes that do not permit multiple
unit trades, cannot carry the volume needed to support a large-scale market environment.

Many alternative architectures to the multiple unit double auction have been studied.
Posted price processes, call markets such as a sealed bid and sealed offer process,
ascending price auctions, etc. have all received attention in the literature.   Among these,
the computerized multiple unit double auction has proved to be most efficient. More is
known about its behavior than the other architectures that are capable of supporting a
multi-market economy.  Many other institutions exist but none operates with the same
efficiency, speed and accuracy when viewed as a price discovery process.4

The tatonnement mechanism is worthy of special mention.  It comes immediately to mind
because of its role helping theory avoid complexities due to possible trading at
disequilibrium prices.  The tatonnement mechanism has a fictional auctioneer announcing
prices and having participants respond with the amounts that they are willing to trade at
those prices. The auctioneer observes the responses and then if the equations describing
the equilibrium are not satisfied a new set of prices is announced, perhaps determined by
the application of some sort of numerical method.  No trading takes place until the system
has discovered the equilibrium. From the very beginning of the development of the
general equilibrium model it was recognized that disequilibrium trades have a potential
for changing the equilibrium predicted by the model. The knowledgeable reader will
immediately recognize that the multiple unit double auction trading mechanism allows
trading at disequilibrium prices.

Why not use the tatonnement mechanism in the application?  As it turns out, experiments
have demonstrated that the tatonnement mechanism is a very poor price discovery
mechanism. The very thing that makes it attractive as a simplifying theoretical tool
prevents it from being a practical tool.  Because there is no commitment at the prices,
agents tend to not respond with quantities that they are willing to live with. They also
                                       
4 Some examples are call markets (Davis and Williams, 1997); unusual call markets (Cason and Plott,
1996); Sealed bid-Sealed offer (Smith, Williams, Bratton, and Vannoni, 1982).
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seem to behave strategically in a manner that disrupts any convergence at all.  In fact, for
multiple commodity markets the tatonnement mechanism is a major failure.  Many
multiple market experiments have been conducted in which not one successful trade took
place and the process never converged. (Plott,1988) Thus, the basic experimental
research suggests that it is not a good candidate for an expensive and visible field
application.

Section 2. A Brief Outline of the Classical Market Model

The theoretical focus will be on the classical models for which basic principles, that are
widely applied in economics, appear in their simplest form. From the point of view of
experiments the importance of these economic models cannot be overemphasized.  They
help with the design of the experiments. They help with the interpretation of the results.
The models suggest the existence of subtle phenomena emerging from interactions and
also suggest what might happen if the experimental design is changed.

Importantly, the models help with the development of intuition about what might be
expected in the complex field situation in which the parameters will not be controlled. By
necessity field applications involve a trust in theory beyond that justified by evidence.
Applications rest on the hope that the theory is robust beyond anything that can be tested.
Process architectures, when implemented in the field, involve many features other than
those tested in laboratories.  Furthermore, mechanisms created for application will
operate in economic environments that are different from those tested and perhaps
different from those that are known to theory. The theory provides a crude roadmap of a
complex terrain, with many unmarked junctions, through which an application must
navigate.

The section is divided into three parts. The first is the classical general equilibrium
model. The next two are classical models of market dynamics.  Interest in models of
dynamics stems from a need to understand how a multiple market system in
disequilibrium (as opposed to equilibrium) might respond under a variety of parameters.
The specific focus is on stability and instability because parameters that might foster
instability can give clear separation of competing ideas about the principles that underlie
market adjustments.

2.1 General Equilibrium of an Exchange Economy

The essence of a complex economy is the interaction of individuals. It is the interaction
and the resolution of gains from exchange and conflict as opposed to the individual acting
in isolation that is fundamental from the point of view of the applications.  The general
equilibrium model has that interdependence at its heart.

Let zi = ( zi
1,.., zi

n) be a vector of commodities consumed by individual i.  Let Ui(zi) be a
utility representation of the preferences of individual i.  Let zi be the initial endowments
held by individual i.  The classical competitive model is based on the following
principles:
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i. In each of the n markets only one price exists p = (p1,…,pn).
ii. For each individual i an excess demand function Ei(p, zi) = Di(p, zi)- zi can be

derived where z = Di(p, zi) is the solution to the problem
max Ui(zi) subject to p(zi - zi) = 0.

iii. Equilibrium is a price vector p such that E(p) = Σi Ei(p, zi) = 0

The principle (iii) is deceptively simple in statement. In fact, it embodies on the order of
nm + n -1 equations where m is the number of individuals and n is the number of
commodities.

The prices that solve (iii) and the allocations defined by (ii) are the predictions of the
model.  The sets of equations (ii) and (iii) are the equations that the economy is supposed
to solve according to theory.  If the experimenter knows the equations and if the prices
and allocations are observable, then the theory itself is subject to test.  The question
posed by experiments is whether or not prices emerge from markets that are solutions to
the many equations implicit in (ii) and (iii).

Economists have devoted decades toward attempting to understand if and how a multiple
market system might “discover” the solutions to the appropriate set of equations.
Classical ideas rest on the idea that markets will “adjust” or “grope” following a specific
set of dynamic equations. Two such models have emerged as central to discussions in the
literature.  One has a long history starting with Walras and Hicks and was generalized by
Samuelson.  The second, which is essentially the inverse of the first, was developed by
Marshall.  Others exist in the literature but these two have received attention
experimentally and are thus the focus here.

2.2 The Walras, Hicks, Samuelson Dynamics of Price Adjustment

Let pj be the market price of commodity j.  The classical model of adjustment initiated by
Walras and extended by Hicks and Samuelson is summarized by the following principles:
iv. dpj/dt = Σk λjk Ek(p)
v. For k ≠ j , λjk = 0.
vi. For k = j , λjk > 0.

Samuelson’s hypothesis is that principles of market adjustments can be modeled by a
system of differential equations with the characteristic that each market adjusts separately
according to its own excess demand, not being influenced by the excess demand of other
markets. Furthermore, market prices adjust positively in response to excess demand.  If
the quantity demanded at a price is greater than the quantity supplied at that price then the
price goes up. Cross effects are limited to the effect of other prices on the demand for j.

2.3 The Marshallian Model of Price Adjustment

Marshall has a competing view of how markets adjust. Consider the single commodity
case.  For Marshall equation (iii) should be decomposed into two parts, individuals with a
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positive excess demand (demanders) and individuals with negative excess demands
(suppliers).  For Marshall equation (iii) should be viewed as:

(vii) Xd = Σi∈ Demanders Ei(pd , zi) and Xs = Σi∈ SuppliersEi(ps , zi)

Where (Xd ,pd ) are the demand quantity and demand price at that quantity and (Xs , ps) are
the similar concepts for the supply side.  Marshall then inverts and equates demand and
supply quantities to get

(viii) dX/dt = λ [pd(X) – ps(X)],  X = Xd = Xs

as a model to describe market adjustments.  The quantity traded in the market is always
equal for demanders and suppliers. If the marginal price that demanders are willing to
pay is greater than the price at the margin that suppliers are willing to take then market
volume goes up.

For the two commodity case (one good plus money) Figure 1 illustrates the two different
models of price adjustment.  For completeness, the cobweb model is added.  As shown in
the figure the Walrasian, Hicks, Samuelson model predicts that prices will adjust
according to a speed dictated by excess demand.  The Marshall model predicts that the
quantity will adjust according to a speed dictated by the difference between demand price
and supply price.  Thus, they embody very different perspectives about how the price
discovery process might take place and how adjustment in multiple markets can best be
studied.

The different models have different consequences for instability. For cases like those in
the figure the two sets of principles appear to lead to exactly the same conclusions, aside
from possibly the speed of adjustment.  However, that similarity is an illusion.  The
theories can lead to exactly the opposite conclusions about the nature and instances of
market instability.  In the case of upward sloping demands or downward sloping supplies
they can give the exact opposite predictions.  That property will form the basis for tests to
be reviewed later.

Which of the two models is thought to be most applicable? Of course the Walras, Hicks
and Samuelson model is the one found in common textbooks these days but it is not clear
why. Certainly no data from the field has successfully separated the two models.  As it
turns out the Marshallian model is applicable for one broad class of economic
environments and the Walrasian model is appropriate for another class.

2.3 The Cobweb Model

A third view of dynamics, based on lags of beliefs, has received attention in the literature.
The cobweb model, holds that adjustment of supply in period t is based on the
expectation that prices in t will be those that prevailed in period t-1.  This model is not
discussed since it does not produce instability if expectations are based on a weighted
average of past prices (Carlson, 1967). In addition, predicted market instability has failed
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to materialize under circumstances in which the model predicts instability. Typically, the
cycling behavior it predicts develops slightly at first and then quickly dampens to the
competitive equilibrium (Johnson and Plott, 1989).  Thus, this particular model is not one
that would be one of the firsts employed if problems in a field application of a new
market mechanism are encountered.

Section 3.  Can Markets Find the Zeros?

From the point of view of the application, basic experimental work produced several
essential facts that will be illustrated in this section.  First, multiple markets organized by
MUDA architectures exhibit a convergence process.  They are orderly and the more
agents that are present, the larger the volume, the more orderly are the markets. Rampant
speculation, lack of coordination or confusion does not overwhelm the convergence
tendencies.  Secondly, the convergence process is exhibited over a series of market days
or market periods.  Time and replication play a role. The role played by replication is
especially important for the design of new market mechanisms.  The replication over
time, in which the process starts fresh each day, differing primarily by the experience of
the previous day, is a powerful feature of the convergence process.  Third,  the prices that
emerge from multiple markets through the convergence process are close to those
predicted by the general competitive equilibrium model.  Fourth, the convergence can be
observed in environments (not necessarily the gross substitutes case) for which the
classical model cannot guarantee convergence.  Thus, fortunately, the convergence
process takes place in a wider range of environments than can be comfortably identified
by theory.

All four of these features are reflected in the application presented in the last section of
the paper.  In this section two examples are reviewed as illustrations of how these
messages have been delivered by broad-based research.

3.1 A One Commodity Plus Money Example

For those that are not familiar with laboratory experimental methods a brief review of the
case of one commodity (plus money) will be useful.  Consider an economy with one
commodity, x, and another commodity, M, that we will call money.  In this case M is in
fact U.S. currency.  The preference function induced in the two dimensional space is of
the form:

Ui(xi, Mi) = fi(xi) + Mi

Where fi(xi) is the amount of money collected from the experimenter if the subjects ends
the period with an amount xi of the commodity.  Thus, as long as the individual prefers
more money to less the procedures induce the indifference curve implicit in Ui(xi, Mi) in
the <x,M> space.  Of course different individuals have different shaped functions
depending on the purpose of the study.
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In a simple demand and supply experiment some individuals, called demanders, are give
initial endowments (xi, Mi) = ( 0, Mi) .  The demanders have money but if the prices of x
are sufficiently low they maximize by trading money for the x. By purchasing x and
cashing it in with the experimenter according to fi(xi), they can increase their earnings.
Other individuals called suppliers are given (xi, Mi) = (xi, 0).  The suppliers have x but
might want to forgo the value of x in fi(xi) for cash if the price is high enough. The
suppliers can make more money by selling x to the buyers than by cashing it with the
experimenter according to fi(xi).

If there are n subjects in an experiment, application of the competitive model contained in
(i), (ii) and (iii) above collapses the 2n+1 equations of the model into two equations
(market demand and market supply) and two unknowns (price of x and volume) since the
price of M is one by convention.

An example should be useful.  Suppose the function
(1)      fi(xi) = 100xi – (xi)2

is assigned to some individual i with the units designated as U.S. cents.  So, if the
individual has one unit the value of the function is nine dollars.  The individual is also
given an initial endowment of ( 0, Mi) where Mi = some amount of money, say $2.00 and
the individual is also given an interest free loan of $10 to use as transactions cash.  The
loan must be fully repaid at the end of a period.  According to the competitive model this
individual has a demand function, defined by (ii) above, which is of the form

(2)     xi = 1/2(100 – P)
where P is the market price of the commodity x.  This demand function can then be
“summed” across individuals according to (iii) to create a market demand function for the
commodity, x.

A similar exercise can be applied to those who have x as part of their initial endowments
and thus have something to trade for money.  Suppose an individual j is assigned a
function

(3)     fj(xj) = 840xj – 6(xj)2

and an initial endowment of  (x j, Mj) = (xj, 0) = (60,0) which is 60 x and no cash.
According to the model in (ii) the individual would supply xj – xj , up to xj, according to
the relationship

(4)     xj – xj = 60 – (70 – p) = -10 + P.

That is, the individual supplies nothing when the price gets below 10 but supplies directly
according to p as the price increases.

The model of market price (general equilibrium) is based on the principles stated in (iii).
The equations derived from the model of the individual demanders are summed to get an
aggregate or market demand.  The equations from the model of the individual suppliers
are summed to get an aggregate or market supply.  The law of supply and demand then
states that the market will solve the equation that is formed by equating the market supply
with the market demand, as is captured by (iii).  That is, the market is suppose to
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“discover” the price that forms the “zero” for that equation.  Figure  2 illustrates the
model for one buyer and one seller.  Equation (2) becomes the market demand and
equation (4) becomes the market supply and the equilibrium is approximately 40 for this
numerical example of the theory, as is shown in the figure.

In the case of single markets this model is known to predict certain aspects of market
behavior with remarkable accuracy.  Figure 3 contains the results of one experiment.  The
solid lines represent the competitive equilibrium.  The equilibrium remains constant for
several periods and then the parameters are shifted so a different equilibrium is predicted.
This particular market involved over 90 subjects.  The period structure was also more
complex than the classical period structure discussed above.

Two features of the market are clear from the figure. First, prices and volume involve
movement.  Secondly, the movements of prices are toward the equilibrium of the model.
Prices converge to near the equilibrium.  When parameters are changed and the
equilibrium of the model is shifted upward the prices follow after a brief delay.  When
the equilibrium is again shifted near the end of the experiment, this time downward,  the
prices follow downward.

This experiment is of particular interest for two reasons.  First,  the number of people
involved demonstrates that the convergence process takes place in the presence of large
groups as well as the small groups of eight to fifteen traditionally studied.  Second, the
nature of time in this experiment is also important because the environment does not
involve fixed periods.  In this experiment the “periods” are not coordinated to be the
same for all individuals. 5  Instead, one “generation” of buyers and sellers have incentives
that last for periods t and t+1, getting a new set of incentives in t+2.  The incentives come
in the form of “orders” that appear in the private order book of a subject.  A different
“generation” has incentives that last for periods t+1 and t+2, getting a new set of
incentives in t+3 (Aliprantis and Plott, 1992).  This experiment is included here as a
demonstration of an additional feature of robustness of the competitive model to rather
dramatic alterations in the underlying economy and as a demonstration to those who
might think that the convergence phenomena has some simple explanation like the fact
that the period ends for all agents at the same time.6

                                       
5 This experiment was conducted over the web using the Marketscape software that was designed explicitly
for conducting market experiments.  Incentives come to the subject in the form of “orders” from the
experimenter that appear in an electronic order book that can be viewed only by the individual subject. The
orders are similar to an offer from the experimenter to buy or sell units to the subject on the terms dictated
by the order.  The subject can then make money by arbitrage between the private orders in the subjects’
private order book and the offers made by other subject in the market. The structure of the experiment
involved an “overlapping order” or “overlapping generations” structure. Subjects were divided into
“generations” that can be identified as odd and even.  The odd generations received orders/ utility functions
at the beginning of odd numbered periods.  These orders were good for the two following periods.  The
even generation received orders at the beginning of the even periods and were good for two periods.
6 The robustness has been explored in many ways.  See Jamison and Plott (1997), for example, where the
equilibrium changed randomly from period to period and transactions costs were imposed with a purpose of
impeding the convergence process.  The competitive model still performs rather well under such adverse
circumstances.
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3.2  Multiple Markets and the Scarf Example

A natural question to pose is whether or not multiple market systems will exhibit a
convergence process as do single markets.  From the point of view of theory the
challenge to markets depends on how the markets are interrelated as opposed to numbers
or size.  Experimentalists have met the challenge through the study of many different
scales, in terms of numbers of markets,7 and many different types of interdependencies.8

The observations are that in all cases either equilibration or convergence toward the
competitive equilibrium is observed.  The literature demonstrates very clearly that in
multiple and interrelated markets the general equilibrium model captures much of what is
observed.

If the question is whether or not markets can find the “zeros” a large number of studies
reports that the answer is “yes”. In this section we will introduce a very special economy
that can be used to illustrate the ability of markets to equilibrate under theoretically
difficult conditions.  Then, the example will be used in later sections to illustrate
principles that operate to guide the equilibration process. In those sections two related
questions will be posed. Can markets find all of the zeros and are there situations in
which the markets can find none of the zeros?  The example developed here will be used
to address these new questions.

An environment first discovered and studied theoretically by Herbert Scarf (1960) and
extended by M. Hirota (1981) has very special (theoretical) dynamics. It provides a good
window through which to view the behavior of multiple markets.  The Scarf/Hirota
market environments have been studied experimentally by Anderson, Granat, Plott and
Shimomura (2000) and the data reported here are replications of their discoveries.9

The Scarf/Hirota environment has three commodities, x, y and z with z being the
numerair in terms of which all prices are quoted.  Since the price of the numerair, z, is
defined to be one, the system must find prices for x, Px, and prices for y, Py.  Of course

                                       
7 Plott (1988) studied an economy with nineteen markets. Plott and Porter (1994) studied an economy with
eighteen markets.  The use of Marketscape and supporting methodologies have allowed the creation and
study of economies with hundreds of markets.
8 The first multiple market experiments were conducted in the mid 1970s, which were also the first
asymmetric information experiments, Plott and Wilde (1982). Forsythe, Palfrey and Plott (1984) studied an
exchange economy with two goods, a spot contract and a futures contract. Plott (1988) studied a
decentralized system of nineteen complementary markets in a network for natural gas transmission.
Goodfellow and Plott (1990 ) studied derived demands. Lian and Plott (1998) studied general equilibrium
systems with a fiat money and Noussair, Plott and Riezman (1995,1997) studied systems of international
trade and international finance with multiple fiat moneys and exchange rate determination. Williams,
Smith, Ledyard and Gjerstad (2000) studied experiments with a two dimensional commodity space with
CES preferences.
9 Strictly speaking the experiments reported here are more of a robustness check since they were produced
by the internet Marketscape program for the multiple unit double auction and the original experiments were
conducted using MUDA on a local area network.  There are several subtle and potentially important market
architecture differences related to the speed with which bids and asks can be known,  the existence of an
open book, the process of training subjects, etc.  All subjects in the experiments reported here were
inexperienced.
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both the price of x and the price of y are quoted in terms of z per unit. Three types of
agents exist in equal numbers in the economy, five of each type for a total of fifteen
people.

Preferences over multi-dimensional commodity spaces are induced in a direct way using
monetary incentives.  In the Scarf case they have a very special form. The preference
maps are illustrated in Figure 4 and in Table 1. Type I person has preference for y and z
while getting no utility at all for x.  Specifically Type I has the utility function (and it is
the one used in the experiments) U(y,z) =  40 min {y/20, z/400}.  Type II gets utility
from x and z and receives no utility from y with the utility function U(x,z,) = 40min
{x/10,z/400}.  Type III gets utility from only x and y, having utility function U(x,y) =
40min{1/10,y/20}.  These are the actual incentives used each period with the units
denoted in cents.

The reader will notice immediately from Figure 4 that these preferences do not exhibit
the gross substitute property that theoretically guarantees convergence according to the
classical models of stability.  However, as Hirota has shown, such a general equilibrium
system will theoretically converge if the correct initial endowments exist.  One such case
is when each agent is endowed only with the commodity for which he/she receives no
utility.  Such initial endowments are points C in Figure 4.

The first multi-market experiment to be reviewed has the initial endowments like point C,
the convergence case in Table 4. When the principles (i), (ii) and (iii) of the general
equilibrium model are applied the unique solution to the equations with strictly positive
prices, is a price of x, Px = 40, and a price of y, Py = 20.

The  data in Figure 5 reproduces the results of one experiment, which is typically of those
reported in the literature (Anderson, Granat, Plott and Shimomura, 2000) . The
equilibrium prices are shown as the dotted lines.  The horizontal axis is time and each dot
represents a contract in the market.  The periods are designated near the bottom of the
graphs.

As can be seen the prices begin with substantial variance. The price of x starts low and
immediately increases to levels on the order of twice the equilibrium price of 40.
However, by the fourth period the prices have converged almost perfectly to the
predictions of the competitive equilibrium model.  The circles at the top of the figure are
not particularly informative for this experiment but were included for comparison with
discussions of experiments presented in later sections.

The conclusion of this exercise is that in multiple market systems the price discovery
process can result in the patterns of zeros predicted by the general competitive
equilibrium model.  In particular, markets can attain the competitive equilibrium in the
Scarf environment, a fact that will become more important after a discussion of dynamics
and the process of price discovery.  In a sense, the illustration presented in this section is
a baseline for comparison with the experiments discussed in later sections in which the
initial endowments are different.
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Section 3.  How Do Markets Do It? Principles of Market Adjustment

How do markets find the zeros of the appropriate equations?  From the point of view of
the applied problem the question is important.  Much of the data produced by markets
reflects a process of convergence.  If unexpected phenomena are observed then models of
adjustment will be fundamental to any attempted diagnostic.  Furthermore, an
understanding of the possible mechanisms at work in the adjustment process can be
useful in the development of experimental “stress tests” of a mechanism.  By conducting
experiments in environments in which the mechanism is likely to exhibit poor
performance according to theory, a better understanding of the robustness of the
mechanism might be gained.

The answer to the question of how markets find the zeros resides in the dynamics of price
adjustments, as is suggested by the nature of convergence reported in the sections above.
The major result reported in this section is that classical models of market dynamics
explain important qualities of what is observed. Thus, the (current) answer to the question
of how markets do it, is that price discovery takes place as a result of the properties of
price movements as opposed to technical aspects of the equilibrium itself10, and that those
principles are represented by classical models.

Classical models are probably not the end of the story. As data and theory advance more
successful general models of dynamics could emerge. In particular there is an intense
focus on the micro-micro structure of the price discovery process involving both game
theory and artificial agents.  Useful insights have emerged. For example, it has been
demonstrated that convergence can take place even in the presence of considerable error
at the level of individual decisions but no principles have emerged that satisfactorily
connect actions at the individual level to the convergence process.11

Classical models of dynamics make very sharp predictions about stability. We will first
review the results of single markets.  By studying competing predictions about stability
one can perform a clear test between the models.  The first case involves a single market
with multiple equilibria. The second and third cases will be of the three commodities, in a
Scarf environment, in which the model predicts that orbiting behavior of prices will be
observed.  The Scarf environment is of particular interest because it suggests a case in
which a prominent competitive equilibrium will not emerge.  That is, if the competitive
                                       
10  For example, the equilibrium itself could be defined as the quantity demanded at a price equals quantity
supplied (Walras) or demand price equals supply price (Marshall) or as the intersection of demand and
supply correspondences (Debreu).  Which of these definitions used in models might not be so important as
the implications the definition holds for price movements.

11 Models that attempt to explain and predict the choices of individuals in the convergence process have
been successful only to a limited degree.  See Easley and Ledyard (1993), Friedman (1991), Cason and
Friedman (1993, 1996, 1997).  A recent approach has been to study the complexity through the design of
robots that do the bidding. The approach leads to a deeper insight of the behavior in relation to institutions
(Gode and Sunder, 1993, 1997) and Gjerstad and Dickhaut (1995).
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process is based on principles of classical dynamics, then within a stationary process the
market will not discover a solution to the general equilibrium equations.

The sections below will develop three points.  First, market prices can exhibit the type of
instability predicted by classical dynamic models.  Second, the appropriate model,
Marshall or Walras, depends on properties of the underlying demand and supply.
Instability is typically associated with special shaped curves such as upward sloped
demand or downward sloped supply.  If the special shape is due to the existence of an
externality such as a fad or a Marshallian external economy then experiments have
demonstrated that the Marshallian model is the appropriate model. If the special shape is
due to income effects then the appropriate model is the Walrasian model as opposed to
the Marshallian model. That is, if the special shape is due to income effects such as
Giffen goods or a backward bending supply of labor then the Walrasian model reflects
the appropriate principles.  Third, the paths that prices follow in a multi-market economy
(with no externality) are similar to those suggested by the Walrasian, Hick, Samuelson
model of dynamics.  In particular, if the path does not lead to equilibrium, even when that
equilibrium is prominent, the markets might not find it, or so the data suggest.  In
summary, the mystery of the price discovery process is solved, in part, by classical
models of adjustment.

The case of the market externality, in which the Marshallian model of adjustment is
known to be appropriate (Plott and George, 1992; Plott and Smith, 1999) is not reviewed
here.  In part it is because there is no generalization of the Marshallian model to the
multimarket economy. At least, if there is such a model I am unaware of it.  This
omission does not mean that the issue is unimportant.  The ultimate application to be
reviewed involves information aggregation, which might function as an externality.
Thus, an entirely different dynamic could be involved in the world of information
revealing prices.  The experiments to date only warn of the possibility.

3.1 Marshallan Stability  vs Walrasian Stability: The Single Commodity Case

In the single commodity case the models have very sharp predictions that can be used to
create experiments that separate them.12  Figure 6 illustrates the nature of the tests.
Shown there the supply curve has a downward slope induced by preferences that produce
the “backward bending” supply.  A complete description of the preferences can be found
at (Plott, 2000a).

From the discussion and the preferences in Figure 4 the reader can imagine how different
shaped indifference curves can be induced and, in particular, can imagine how shapes can
be chosen such that they produce the theoretical supply curve found in Figure 6.  The
experiment begins with the parameters represented by the supply curve S and the demand
curve D1.  Then, after several periods the demand curve is changed to D2 with the supply

                                       
12 In a very early paper Vernon Smith (1965) conducted experiments on the nature of dynamic adjustment
but his design was inadequate for separating the competing theories and his econometric analysis misled
him about the phenomena.  He mistakenly rejected the Walrasian model.
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curve remaining at S. After a few more periods the demand curve shifts back to D1 and
the supply curve still remains at S.  As these shifts are made the stability of all equilibria
shift between stability and instability.

Notice first that there are several equilibria.  On the left are points a,b and d are all
equilibria but the stability properties differ.  Under conditions D1, points a and d are
Walrasian stable and Marshall unstable. Point b is Walrasian unstable and Marshall
stable.  By contrast, under conditions D2 the equilibria are points a, b and c.  Points b and
c are Walrasian stable and Marshallian unstable.  Point a is Walrasian unstable and
Marshallian stable. Thus, for each of these equilibria the two models always give exactly
the opposite predictions about stability.  Other equilibria exist on the boundaries but these
will not be discussed.

The nature of the exercise is to start with the parameters D1 and S. If the market
converges to one of the equilibria it will be a stable equilibrium according to one of the
models. Prices should only converge to a stable equilibrium and thus convergence to one
of the points will lend support for one of the models and evidence against the other. After
the shift the stability properties of all equilibria are reversed so the equilibrium where the
prices exist will become unstable according to the model that had previously been
supported.  Thus, if the principles of the model were active then one would expect the
prices to move away from the equilibrium toward one of the other stable equilibria of the
model.

The basic result is that the data from experiments support the Walrasian model and not
the Marshallian model.  The data from a representative experiment are reproduced in
Figure 7.  As can be seen, when the markets begin under demand condition D1, prices
converge to point a, an equilibrium that is stable according to the Walrasian model and
unstable according to the Marshallian model.   When the demand shifts to D2 and point a
becomes an unstable equilibrium according to Walras (stable according to Marshall) the
data move rapidly upward toward the stable Walrasian equilibrium that exists at point c.
Such exercises produce strong evidence for the Walrasian model.

Additional exercises represented in the figure give additional support for Walras.  About
period 12 under demand conditions D2 a price ceiling was imposed on the system just
below the Walrasian unstable equilibrium at a and as can be seen prices bumped against
the ceiling and then immediately fell to the nearest Walrasian stable equilibrium at b.
The price ceiling was removed during period 16 and prices jumped over the unstable
equilibrium at a and moved toward the stable equilibrium at c.  To complete the
demonstration the demand parameters were returned to D1 and a price ceiling was
imposed just below the resulting unstable Walrasian equilibrium at b.  The result was that
prices fell to the Walrasian stable equilibrium at d.  Removal of the price ceiling in the
final period resulted in prices jumping away from the Walrasian stable d equilibrium to
the stable a equilibrium.  Thus the behavior is rather unintuitive, since high prices forced
down by a price ceiling and without and demand or supply change resulted in prices
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falling still further. When the (nonbinding) ceiling was removed, prices jumped up 13,
moving toward and then through an unstable equilibrium and then on to a different stable
equilibrium

Such an exercise demonstrates three points. First, market equilibria can exhibit
instability.  Secondly the nature of the instability and stability in this type of environment
is captured by Walrasian adjustment as opposed to Marshallian.  Third, there is
something wrong with the theory because jumps across unstable equilibria should not
occur.  But, such jumps are observed. Evidently the principles of dynamics are not
restricted to “local” dynamics.  Thus, the theory is partially misspecified.

3.2 Classical Dynamics and Scarf Orbits

Recall from the discussion in Section 3.1 the Scarf environment involves three types of
agents and three commodities, x, y and z with z defined to be the numerair in terms of
which all prices are quoted.

When applied to the Scarf environment the classical dynamic model as developed by
Scarf and extended by Hirota and by Anderson, Granat, Plott and Shimomura (2000),
produces stark predictions about market behavior.  According to the model, by simply
rotating the initial endowments the prices in the experiments will exhibit convergence to
the equilibrium, counterclockwise orbits or clockwise orbits, depending only on the
initial endowments chosen.  These predictions are defined in Table 1.  The related initial
endowments are also contained in Figure 4, labeled as C for convergent, CCW for
counterclockwise and CW for clockwise.

If all agents are endowed with the commodity that they do not like then the classical
dynamics model has prices converging directly to the equilibrium.  If agents are endowed
with one of the commodities they like and neither of the others, then the model has prices
orbiting around the equilibrium in a clockwise direction.  If agents are endowed with the
other commodity they like, then the model has prices orbiting around the equilibrium in a
counterclockwise direction.  Thus, in the case of orbits, the model predicts that the unique
general equilibrium with positive prices will not emerge. In principle, the markets cannot
“find” it.

Figure 8 demonstrates the nature of the theoretical proposition for the orbiting case.
Shown in the figure is the two dimensional plane of price ratios. On the vertical axis is
the price of y.  Actually, it is the price ratio between the price of y and the price of z, the
money in the economy, but the price of z is one.  Shown on the horizontal axis is the
price of x. The dot in the figure is the vector of equilibrium prices according to the
general equilibrium model.

                                       
13 Isaac and Plott (1981) were the first to report the fact that a non-binding price control can have surprising
effects on a market. The fact that removal of the non-binding controls could cause a switch in the
equilibrium selected was new with the demonstration shown in the figure.
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The orbit around the equilibrium price vector is representative of behavior predicted by
classical principles of dynamics. The particular shape is dictated by the λik’s contained in
(iv) in section 2.2 above.  It is the theoretical existence of such paths that Scarf
discovered. If prices move in the clockwise direction the orbit is called clockwise and if
the movement is in the other direction it is called counterclockwise.

Figure 9 illustrates a representative, theoretical, counterclockwise orbit in time space.  As
can be seen the behavior of prices in the model has the prices of the two commodities
moving in uniquely coordinated waves through time that produces the orbit.  The small
circles at the top of the figure are an illustrative methodology for relating the prices at
some instant in time to the directions that the orbiting model predicts prices will move.
The vertical line inside the circle represents the equilibrium price of x so if prices are to
the left the price of x is below equilibrium and to the right, above. The horizontal line
represents the equilibrium price of y with point above or below representing prices above
or below equilibrium.  If the price vector is in the lower left quadrant, prices of both x
and y below equilibrium, then if the movement is counterclockwise the price of x should
go up and the price of y down.

The question posed by experiments has been whether or not such price movements can
actually be observed.  The rather amazing answer is  “yes”. When the model predicts
counterclockwise price movements, such movements are observed in the markets.
Alternatively, when the model predicts clockwise movements then the clockwise
movements appear in the data.

A counterclockwise example is illustrated in Figures 10A and 10B.  The initial
endowment parameters are those for the CCW case as shown in Figure 4. Figure 10A
contains each transaction price in each market at the time the transaction took place.
Prices in the two markets open with the prices in the x market tending to be slightly
above the equilibrium price and the prices in the y market below the equilibrium price.
According to the counterclockwise orbit both prices should move upward and as is
reported in the figure, that is what they do.  The upward movement continues until the y
market reaches the equilibrium level of the y price and at that time the price in the x
market should begin to fall as the y prices continue to increase. Again, that is roughly
what takes place. The circular figures above the time series illustrate the location of the
price vector relative to predicted movements at various points in time.  As can be seen the
prices move in the directions predicted by the Scarf model.

Figure 10B contains the average price for each market and each period.  In this figure the
counterclockwise movement is easy to see.  Prices begin with the y market below
equilibrium and the x market slightly above its equilibrium.  The orbit can be seen as it
traces out an elongated shape with the price of x going much higher than it would if the
orbit had been a circle. Such elliptical shapes do occur in experimental markets but such
elongated ones are rare in the data that have been collected.

A clockwise example is illustrated in Figures 11A and 11B.  Again, the parameters are as
illustrated in Table 1 and Figure 4. Figure 11A contains the time series of individual
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transactions and the Figure 11B contains the average prices in each market for each
period.  As can be seen in Figure 11A, prices in the two markets begin at about the same
levels with the prices in the x market below the equilibrium for that market and the prices
of y slightly above the equilibrium for the y market. The clockwise model (as shown in
the circular figure at the top of the graph) predicts that both prices will move upward and
that is what happens, with the y market moving upward much more rapidly than the x
market. Both markets move up until the x market reaches a level near its equilibrium
where the y market begins a downward trend as predicted by the clockwise model.  The x
market prices continue to go up until the y market has reached levels near its equilibrium,
as predicted by the model.  The panels in the upper part of the figure illustrate the
location of the price vector as time progresses.  The prices are moving in the clockwise
direction as predicted by the model.

The clockwise orbit can be seen very clearly in Figure 11B.  The average price of y
moves up rapidly while the average price of x slightly decreases and remains constant.
Then, the average price of x increases while the average price of y remains essentially
constant thereby creating a box-like, clockwise orbit.   What governs the shape of the
orbit is completely unknown at this time but the orbiting property itself, in a clockwise
direction as predicted by the Scarf model, is unmistakable.

3.3 The Current Solution to the Puzzle

The data reviewed here tell us that the mystery of how markets solve the set of general
equilibrium equations is resolved in part by the classical models of dynamics. The key is
the Walrasian model as generalized Hicks and then by Samuelson.

When the classical Walrasian model predicts that an equilibrium in a single market will
be stable, stability is observed. When the model says that the market equilibrium will be
unstable, instability is observed. Furthermore, the markets respond to interventions like
the price controls, in a manner predicted by the this model.  The illustrations were those
presented in Figure 7.

The generalization of the model to multiple markets continues to predict what is
observed. When the classical dynamic model says that the system will converge to the
equilibrium, the system is observed to converge, as was shown in Figure 5. When the
model says that the prices will move in a counterclockwise direction, such movements
are observed, as was illustrated in Figure 10, and when the model says that the
movements will be in the clockwise direction, it happens, as is shown in Figure 11.
Samuelson, when generalizing the work of Walras and Hicks, had only analogies from
physics and his intuition.  The data presented here suggest that he was on the right track.

A major question remains outstanding.  Can markets fail to find any equilibrium even
when one exists?  We know that it cannot find all equilibria because it cannot find the
unstable ones.  However, if the Scarf model is correct then there are circumstances in
which an equilibrium will not be found because prices will only orbit.
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The question is whether or not the prices are following an actual orbit as opposed to
slowly spiraling into the equilibrium, and the answer to this question is unknown. Thus
far, it has not been possible to conduct experiments sufficiently long to determine the
answer.  Nevertheless, evidence developing from the work of Bossaerts, Plott and Zame
(2001) suggests that the prices are spiraling in to the equilibrium.  Estimates of the four
parameters, λ11, λ12, λ21, λ22, in (vi) suggest that the off diagonal elements are
significantly non zero.  That is, proposition (v), that the off diagonal elements are zero, is
being rejected.  This would mean that the adjustment in one market depends on the
excess demand of other markets.  Clearly, the full implications of such an amended
theory are unknown but initially, it appears that markets might be characterized by more
stability than the classical theory would lead us to believe.

Before leaving this section another observation should be made.  The classical models of
adjustment were developed under the assumption that the mechanism was tatonnement,
without disequilibrium trades.  Of course, the double auction involves trading out of
equilibrium, which had the effect of changing the initial endowment.  For the moment we
can conclude that the tatonnement model is a powerful tool even though it should not be.
We wait for a theorist to tell us if a non-tatonnement model can do a better job of
explaining what we see.

Section Five: Can Markets Aggregate Information?

The suggestion that markets might be created specifically to aggregate information has
roots in a long history of experimental economics research.  Plott and Sunder
(1982,1988) made two discoveries.  First, that markets can aggregate information and
second that the ability of markets to do so is related to the underlying instruments that
exist in the market.  An impressive literature has developed since (Copeland and
Friedman, 1987, 1991, 1992; Forsythe and Lundholm 1990; Friedman, 1993; Sunder
1992, 1995;  Noth and Weber 1996, Plott 2000b).  While this literature establishes the
ability of markets to carry information from insiders to outsiders, it is also known that
markets can make mistakes (Camerer and Weigelt 1991). Furthermore the large literature
on the winner’s curse and cascades that has developed since these were first discovered
experimentally (Kagel and Levin, 1986; Anderson and Holt, 1997), tell us that the ability
of markets to perform this task is related to the underlying market architecture.  Sealed
bid processes, for example, and perhaps call markets in general, will not be an effective
architecture.  The cause of mistakes systematically made by agents, the detectability of
mistakes and the relationship between market architectures, market instruments and the
information transmission process contains huge categories of unexplored issues.

Roughly speaking, the literature suggests that markets with instruments consisting of a
full set of Arrow–Debreu securities and organized as continuous, multiple unit double
auctions have the capacity to collect and aggregate information.  The ability to perform
the function is related to replication of experiences similar to the convergence exhibited
by all experimental markets. Historically, the early experiments focused on only a small
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number of states, a small number of traders and few markets reflecting the limitations of
experimental technology.  However, with the development of the Marketscape programs
in the early 1990s, much larger experiments became possible.

The illustration included here was part of the experimental tests conducted prior to the
implementation of the applied project discussed in the following section.  Among other
things the experiment was used as a test of robustness of earlier results referenced above.

The experiment proceeds in a series of periods or “days”.  The economy consists of 10
states. A state is randomly drawn at the beginning of each period. Specifically, all states
are equally likely.  The state drawn is unknown to subjects but each individual is given an
independently drawn signal dependent on the state. The signal given to an individual
consists of three draws with replacement from a distribution with the correct state having
a probability of one fourth of being drawn and each of the other states having a
probability of one of twelve.  So, an individual with three draws of the same state has a
posterior probability of 0.75 of knowing the state.  If the individual has two draws the
same then the probabilities are 0.45 , 0.15 and 0.05 for the three types of states
represented. If the individual gets three separate states drawn then the probabilities are
0.188 and 0.063 for those represented and those not represented respectively.

Thus, each individual has very little information about the state. Even an individual with
all three draws the same has a .25 chance of being wrong. However, if there are many
individuals and if the draws of all individuals are pooled together then an application of
Bayes Law to the pooled samples will give the true state with near certainty.  Thus, the
experimental environment is one in which each individual knows “very little” but
“collectively” they know a lot.  If the markets collect and reveal all information that is
known to all individuals then the true state should be revealed in the prices with almost
certainty.  That is, the true state should be revealed with almost certainty if the principles
of rational expectations information aggregation are in operation.

The instruments are Arrow-Debreu securities.  Each state is represented by a security that
pays $2.00 if the state occurs and $0 otherwise.  Each agent is given an initial endowment
consisting of a portfolio of 10 of each type of securities.  By holding the full portfolio and
making no trades at all, the portfolio would pay $20, which would allow the individual to
repay the $10-$15 loan for the period.  The rational expectations, fully revealing
competitive equilibrium is for the price of the security representing the true state to be
near $2.00 and the price of securities representing all other states to be near $0.

Figure 12A contains a typical time path of the ten markets when the agents in the markets
have had some experience.  Opening prices exhibit considerable variance with some
prices being much too high, often due to entry errors but sometimes due to agents who
had strong signals.  All prices tend to drop and as the cluster of prices drop and
occasionally a price will move upward only to be competed back down. Eventually one
price begins to emerge and move upward steadily and when this takes place it is almost
always the market of the true state. In Figure 12A this is the Z market. State Z has a .99
chance of being the true state according to the pooled information that was sent privately
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to all agents.  In the figure a second market, S, begins to emerge with a higher price.
While the price of Z and the price of S sum to near the 200, the sum is not perfect and
certainly the price of S is too high given the information in the system.  In the sense of
these time series, one can say that the markets managed to aggregate the information and
make it available for all.  The aggregation is not perfect but it is useful.

Figure 12B contains the results of an experiment with over 60 subjects for a number of
periods.  Subjects were located remotely, participating through the internet.  Before a
period opened each subject received private information about the state as described
above. They were given the initial endowment portfolio for the period, a loan of working
capital and the results of any previous period states and their own earnings.  The figure
contains the results of eight periods. The time sequence for each market is shown in the
figure.

As can be seen, during the first periods prices reveal very little.  Almost all prices are
roughly at the same level.  However, even in the early periods a trained eye can detect the
proper state by the behavior of the prices. Not shown in the figure are the bids and asks,
which are known to be important carriers of information in addition to prices.  By about
the fourth period the price of the correct state emerges very quickly in the period and
moves to near the rational expectations level.  The prices of all other states fall toward
zero.  By the final periods the information becomes aggregated quickly in the prices and
even those with no information at all can infer what others know from the behavior of the
markets.

While experiments demonstrate that properly designed markets have the capacity to
collect, aggregate and publish information the experiments also demonstrate that there are
limitations. Bubbles can be observed in experiments in which the wrong market emerges
with a high price and strongly signals the wrong state.  However, it must be added that
such events are rare, given strong underlying information and they are reduced with
experience.  Nevertheless, the dynamics of the information aggregation process are not
understood.  Even though we have some models of the price discovery process the
principles at work as information is produced are just beginning to be explored.

Section Six:  Are The Lessons From The Simple Cases Useful?

The experimental work suggests that markets have the capacity to collect information
through a process of equilibration.  The ability to do so is not perfect and it might require
special market institutions but, nevertheless, the capacity is there.  Such facts suggest the
feasibility of creating a system of markets that have only a purpose of gathering
information.  That is, the laboratory work suggests that theory and experiments can be
turned to the design and implementation of Information Aggregation Mechanisms.

The issue of whether or not laboratory methods are useful can now be brought into view.
The idea of an information aggregation mechanism as a product of institutional design is
a direct product of experimental work.  More importantly, the implementation of such a
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mechanism would not exist in the absence of laboratory experiments.  The section above
demonstrates the capacity to create multiple markets in which specially crafted
instruments are traded by remotely located agents. Furthermore, the section demonstrates
the capacity to deploy a large system of markets, which operate in real time, and manage
it with the care and timeliness required by experimental methods.  The existence of such
abilities responds to the issue value created by experiments.

Background laboratory work established the two important legs for an application. 14

First, the laboratory work established a “proof of principle” in the sense that once created
a system of markets produced the type of information that a properly functioning
Information Aggregation Mechanism should produce.  When tested under laboratory
conditions it performed as  predicted. Second, the experiments established “design
consistency” in the sense that the mechanism performed as it did for understandable
reasons.  While the theory that we have is substantially incomplete, what we do have
seems to work within reasonable tolerances.  The success of the mechanism does not
appear to be some sort of accident or accidental choice of parameters.

Experimentalists in Hewlett Packard Corporation were aware of the potential value of
developing and deploying an Information Aggregation Mechanism.  They decided that a
field test would be appropriate and management was approached accordingly.
Experimental evidence was used in discussions with management, which were concerned
about cost and potential benefits to the business. Criteria for finding the appropriate
problem were closely linked to the properties that existed in successful laboratory
experiments.  The state of nature should be objective and not too far in the future,
reflecting the fact that participant experience might be necessary for mechanism success.
In addition, the state forecasted should be replicable in the sense that the same type of
forecast should be undertaken repeatedly with the same participants.  Those participating
in the forecast should possess information that can be aggregated. The Information
Aggregation Mechanism involves information collection and aggregation but not
information creation.  The forecast would reflect information collected and if no
information existed to be collected, then there would be no reason to think that the
forecast would be successful.

The applied problem chosen for field tests was related to sales forecasting. In the context
of the application, the company would like to obtain information about the sales of a
particular piece of equipment a few months in the future.  Managers think that
information exists in the form of intuition and opinions of the sales force who see the
customers face to face. Additional people in the marketing chain also have opinions that
can reflect information.  Given the circumstances, meetings are not feasible.
Questionnaires are not particularly useful since often incentives are lacking as are
abilities of individuals to express qualitative opinions in a quantitative way.  Thus, the

                                       
14 Considerable thought has been devoted to the methodology of using experiments in policy contexts.  The
concepts of “proof of principle” and “design consistency” are introduced by Plott (1994).  For the most part
the approach (mine at least) has been to deliver examples as opposed to try to describe the methodology in
abstract terms, however, an introductory exposition can be found at Plott (1999).  The interested reader can
find many examples in Plott (2001).
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belief was that information existed to be collected but collecting by traditional methods
had not been successful.

The mechanism was based on a clear identification of the equipment for which sales were
to be forecast and the personnel who might have information about possible future sales.
There were Hewlett Packard personnel who were involved in the sales process.  For
purposes of the example used for this discussion the equipment will be called “Low” and
the month for which sales were to be forecast was September. The month in which the
markets operated was June. The possible sales were divided into intervals such as 0000 –
1500; 1501 – 1600; 1601-1700; etc. up to 2301-more. From the point of view of the
theory these intervals can be identified as the “states of nature” but of course that
language was not used in the field.

The mechanism was based on ten securities.  Each state of nature was associated with a
specific security and the associated security was given the name of the state.  So, there
was a security called, SEP-LOW-0000-1500 and one called SEP-LOW-1501-1600, etc.
After the actual sales for the month of September were to become known the security
associated with the state would pay a dollar per share to the holder.  Those securities
associated with all other states would pay zero.

Thus, the situation is exactly a full set of Arrow-Debreu securities as described in the
experiment above.  Figure 13 contains the list.

From a technical and procedural point of view the field test was a direct extension of
those developed for laboratory use. Each of the individuals identified for the exercise was
given a portfolio of approximately 20 shares of each security and some trading cash.
They were trained in the operations of the Marketscape programs, which were used to
support continuous trading in all of the markets simultaneously.  With each trade the cash
and the securities changed hands immediately.  Unfilled orders were registered in the
order book for the appropriate market that was available for all to see.
Of course many aspects of the application were specific to the application. The timing of
the markets, special screens, special training and online help were developed.  Links to
the company database were provided for those who wanted to study such data that the
company had for processing and applications for forecasting.  The time line of the
exercise had to be consistent with the potential use of the data. In fact the exercise
involved several different forecasts over a period of time.  Overall, there were many
differences with laboratory exercises, which lasted from one to three hours and then were
over.

Figure 14 contains the closing display on the software that participants used for trading.
The prices listed there were part of the ingredients for the September-Low predictions.
For each market the bid (best buy offer), ask (best sell offer) and the price of the last
transaction in that market are displayed. For example, in the SEP-LOW-1601-1700
market the bid was 14 cents each for up to 5 units, the ask was 25 cents each for up to 10
units and the last trade was at 14 cents.
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The security representing the correct state pays 100 cents.  All prices should be between 0
and 100.  Thus, prices can be interpreted as probabilities.  In particular one can interpret
the 14 cent price that existed in the SEP-LOW-1601-1700 markets as a “market belief”
that with probability .14 the sales in September will be in the interval 1601-1700.

It is easy to understand the process of prediction if final prices are interpreted as
probabilities of the states. With such an interpretation the mode of the predicted sales
occurs at SEP-LOW-1901-2000 at a probability of .22.  The distribution itself is skewed
to the states higher than the mode. Thus, one could predict the most likely state, which
would be the security with the highest closing price.  Of course there are many other
statistics that can be used, and the Information Aggregation Mechanism produces
additional data such as the time series of trades, bids and asks, as well as the trading
patterns of individual participants, all of which can be used as the basis for forecasts.

The mechanism has performed well inside Hewlett Packard Corporation with a total of
sixteen predictions.  The predictions from the mechanism have been better than the
official forecasts in all but one occasion.  Research has continued in an attempt to design
mechanisms that collect data faster and can be used to forecast more complex events and
in cases in which fewer informed people might be participants than markets.  Markets
perform best if the markets are "deep" and so an improved mechanism would deal with
the "thin market" cases.

The complexity of field applications should not be minimized.  There are many
differences between the laboratory environment and the field environment.  In the
laboratory it was known that information exists to be collected. That is not the case in the
field.  In the laboratory the information is known to be independently distributed and that
there is a value to collection and aggregation.  That is not known about the field. In the
laboratory the time, attention and training of the subjects is all controlled.  Certainly that
is not the case in the field.  In the laboratory the subjects have no incentive to manipulate
the outcome but in the field they might.

Thus, by no means does success in the laboratory guarantee success in the field.  The
laboratory cannot be used to solve all problems but that is not the thesis advanced here.
The example is only intended to demonstrate that the results of the laboratory can be
useful.

Conclusions

While the topic of this paper is the behavior of certain multimarket systems, the
substance of the paper is about the application of laboratory experimental methodologies
in economics. Experimentalists in economics study simple and special cases, just as  the
experimentalists in any branch of science study simple and special cases.  As such, the
ultimate value of experiments is achieved in an indirect way.  Experiments teach us about
the principles that govern the phenomena, and the hope is that the principles extracted
from the study will be helpful in understanding the complex.  The effort is indirect in the
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sense that experiments teach us about theory and it is theory that we use when addressing
complex and new problems. The progress builds in slow and in unexpected ways.

The experiments reviewed here remind us that economics has much to say about
interdependent systems and the role of institutions in guiding the performance of the
systems as opposed to the behavior of individuals acting in isolation.  Not only are there
rather remarkable principles that govern the behavior of economic systems, it is hard to
reduce those principles to propositions about the behavior of individuals, propositions
from game theory or even propositions about the behavior of individual markets.

Three types of principles emerge with regards to markets organized as continuous double
auctions.  First, multiple market systems exhibit  tendencies to move toward the
equilibrium of the classical, competitive general equilibrium model.  The coordination
features implicit in the set of simultaneous equations can be identified in behavior.
Second, markets exhibit disequilibrium behavior that is captured, in part, by the classical
models of dynamics. Markets are not always in equilibrium and in fact the nature of
equilibrium resides in the nature of the movement of markets. Third, markets exhibit an
information gathering feature.  Individuals acquire the information possessed by others
by simply watching and interpreting their behavior.  The dynamics of this process and
how it interacts with other features of market dynamics is substantially unknown, to
experiments at least.

Amazingly, many features are captured by models developed under the assumption that
the economies operate through a process of tatonnement, which of course, they certainly
do not. It is even more amazing that the principles as developed by Marshall, Walras,
Hicks, Samuelson, Arrow and Hurwich were derived without the benefit of laboratory
experimental data.

The results might be interpreted as a complete embracing of classical economic theory
but such an interpretation may be premature.    Experiments have demonstrated that
markets have a sensitivity to market microstructure, architectures and instruments in
ways that are not predicted by the models that have otherwise proved so successful. Some
forms of market institutions operate more efficiently than others and such influence of
institutions is not well understood from the point of view of theory. So, while the
principles tell us that certain types of markets can have remarkable capacities, it does not
follow that all forms of market organization do.  While classical theories can do a good
job of helping us understand and predict how some markets function, it remains to be
determined how those theories extend to other market forms.

Of course much of this review is about experiments and how the impact of basic science
is often subtle and takes place over long periods of time.  The attempt of this paper has
been to illustrate how the impact accumulates and can result in surprising and valuable
applications.  By drawing on specific scientific results, it was possible to create
something valuable. The science made it possible to design, develop and implement a
completely new type of market function- the Information Aggregation Mechanism.  The
class of such mechanisms has since been extended (Plott, Witt and Yang, forthcoming).
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The uses of laboratory experimental testbeds in the development of applications and new
types of mechanisms are advancing.

The experiments do have implications for the broader context of market economies.
Information aggregation has immense implications for the efficiency with which social
processes operate.  No doubt, markets that have evolved naturally in response to
historical events are highly efficient information transmitters in many cases.  Hopefully,
the experiments will give us better tools with which to understand how and why they
function as they do and give the economics community insights to know when existing
markets might be improved and when markets produced by history are better left
untouched.
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Table 1: Parameters for Scarf Environment Experiments
initial endowmentsCase type preferences

X Y X

I 40min{y/20,z/400} 10 0 0
II 40min{x/10,z/400} 0 20 0

Convergence
to
Equilibrium III 40min{x/10,y/20} 0 0 400

I 40min{y/20,z/400} 0 20 0
II 40min{x/10,z/400} 0 0 400

Counter
Clockwise
Orbit III 40min{x/10,y/20} 10 0 0

I 40min{y/20,z/400} 0 0 400
II 40min{x/10,z/400} 10 0 0

Clockwise
Orbit

III 40min{x/10,y/20} 0 20 0
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Figure 11B: Observed Average
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Periods, Clockwise Orbit
Parameters
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Figure 12A
Arrow Debreu markets are able to collect and publish information distributed over many agents:

the market of the actual state emerges quickly with highest prices
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Figure 12 B: Arrow-Debreu Markets: Price Time Series in Ten Markets for Each
of Eight Periods. After Three Periods of Experience the True State Emerges
Quickly with the Highest Price.



51

INFORMATION AGGREGATION MARKETS FOR PROBABLE SEPTEMBER SALES OF
EQUIPMENT CALLED "LOW"

SEPTEMBER SALES OF "LOW"
Markets
(Open 1st week of July)

000
1500

1501
1600

1601
1700

1701
1800

1801
1900

1901
2000

2001
2100

2101
2200

2201
2300

2301
MORE

SEP-LOW-0000-1500 $1.00 0 0 0 0 0 0 0 0 0

SEP-LOW-1501-1600 0 $1.00 0 0 0 0 0 0 0 0

SEP-LOW-1601-1700 0 0 $1.00 0 0 0 0 0 0 0

SEP-LOW-1701-1800 0 0 0 $1.00 0 0 0 0 0 0

SEP-LOW-1801-1900 0 0 0 0 $1.00 0 0 0 0 0

SEP-LOW-1901- 2000 0 0 0 0 0 $1.00 0 0 0 0

SEP-LOW-2001- 2100 0 0 0 0 0 0 $1.00 0 0 0

SEP-LOW-2101- 2200 0 0 0 0 0 0 0 $1.00 0 0

SEP-LOW-2201-2300 0 0 0 0 0 0 0 0 $1.00 0

SEP-LOW-2301- MORE 0 0 0 0 0 0 0 0 0 $1.00

FIGURE 13
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FIGURE 14


