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前書き 

 

本報告書は、日本学術振興会・科学研究費プロジェクト「経済統計・政府統計の理論と

応用からの提言」（2015 年度－2018 年度、研究代表者：山本 拓）が、2017 年 12 月 8 日

（金）に東京大学小島ホールにおいて開催した 2017 年度の研究集会における講演内容をま

とめたものである。 

経済統計とりわけ政府統計は、経済・社会の動向を理解し、政策を実施、評価するため

には不可欠な情報であることは言うまでもない。近年は EBPM (Evidence based policy 

making）ということもよく聞かれ、統計の重要性は一般に広く認識されつつあると思われ

る。 

本プロジェクトの目的は、経済統計・政府統計における主要な課題の、技術的および制

度的問題を、統計学的な立場から理論的・学術的に検討すること、ならびに経済統計・政

府統計の応用の際の問題点を明らかにし、それらの解決案を模索・提言することである。 

 本研究集会は、経済統計・政府統計をめぐる技術的・制度的問題点、あるいは応用にか

かわる問題を、プロジェクトの過半をしめる統計学の研究者と実際に経済統計・政府統計

の作成者または直接的な利用者として携わっている方々との直接的な交流の場を提供しよ

うとするものである。 

 研究集会は８件の報告からなり、第１セッションでは、まず GDP 統計の速報からその後

の改訂に関わる景気判断の認識ラグの問題が数量的に検討された、次に既存の国土交通省

の住宅流通統計の問題点が代替案との比較において検討された。最後は、把握が困難とさ

れるサービス産業についての価格と生産性について、その問題点・課題が取り上げられた。 

第２セッションでは、まず最近大きな話題となっている児童手当等の政府給付金の効果

の計量的評価方法について、政府給付金の過小申告とその補完に対応する新しい手法が提

案された。次に、現在は十分に把握されていない資産の世代間移転（相続）のデータ推計

方法が紹介された。これは分配格差の時代的変化や相続税評価の検討の基礎となるもので

ある。 

第３セッションは統計的手法の問題を取り上げており、まずは小地域統計の最新理論と

応用例が紹介された。次に匿名化問題に関して、例えば所得の内訳情報の秘匿をどのよう

に行うかについての理論的アプローチが提案された。最後は、マクロ時系列データにおい

て、長期、季節性、短期などの要因に分解する方法についての考え方が提案された。 

 上記のように多岐にわたるトピックを扱う研究集会が、経済統計・政府統計に様々な形

で関わる人々の刺激となり、今後の各種統計の改善の一助になることを期待する次第であ

る。 

 

2018 年 1 月 

編者 
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適否について～」  小巻 泰之（日本大学）  

13:40～14:15 「住宅統計の問題点と住宅政策－日本の既存住宅流通市場は本当に  
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Theory and Applications of Economic and Government Statistics 2018 
 

Abstract 

 

This report is a summary of the unpublished talks and papers presented at the 

third  conference held on December 8, 2017 under the title  "Theory and Applications 

of Economic Statistics and Government Statistics". The topics of the talks are on (i) 

recent issues of official and economic statistics, (ii) applications of economic statistics, 

and (iii)  statistical methodologies for economic statistics. The papers presented at the 

third conference have been written in Japanese or English. 
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Estimating the Impacts of Program Benefits:

Using Instrumental Variables with Underreported and Imputed Data

Abstract

Survey non-response has risen in recent years which has increased the share of imputed and un-

derreported values found on commonly used datasets. While this trend has been well-documented

for earnings, the growth in non-response to government transfers questions has received far less at-

tention. We demonstrate analytically that the underreporting and imputation of transfer benefits

can lead to program impact estimates that are substantially overstated when using instrumental

variables methods to correct for endogeneity and/or measurement error in benefit amounts. We

document the importance of failing to account for these issues using two empirical examples.



1 Introduction

Vast economic literatures estimate the impacts of government benefits, typically using instrumen-

tal variables (IV) methods that treat benefit amounts as an endogenous regressor since program

participation is often a choice (e.g., see surveys by Krueger and Meyer 2002; Currie 2004). Benefits

reported on household surveys are typically measured with error and these errors are not likely to

be classical as it is quite common for benefit amounts to be underreported (understated) or contain

imputed values. We demonstrate analytically and via two empirical examples that IV estimation

in such cases tends to overstate, sometimes substantially, the causal effect of program benefits.

Benefits are routinely imputed when households acknowledge receiving a benefit but do not

recall the amount.1 The top left corner of Figure ?? shows the well-known substantial increase in

earnings imputations in the CPS (Lillard, Smith, and Welch 1986; Hirsch and Schumacher 2004;

Bollinger and Hirsch 2006; Heckman and LaFontaine 2006).2 The Figure also shows the far less

appreciated fact that benefit imputations have increased just as dramatically over this period.3

A related issue is the underreporting of benefits in surveys. For example, the Consumer Ex-

penditure Survey requires a single valid non-zero report from a major income source to deem a

household as a “complete income reporter,” potentially ignoring many other income sources (Paulin

and Ferraro 1994). Meyer, Mok, and Sullivan (2009) find that total benefits received, computed

by aggregating and appropriately weighting survey responses, fall short of administrative records

of total benefit disbursements even when including imputations.

These types of measurement error yield important inconsistencies in empirical analysis. E.g.,

1Many researchers fail to acknowledge imputed data. Surveying articles that use the Current Population Survey
(CPS) as the primary data source and were published in 2004 and 2013, inclusive, we find only 19 percent (16 out of
86 articles) mention imputed values. Even when acknowledged, some studies still treat imputed values as actual data.
The eight journals surveyed are the American Economic Review (except Papers and Proceedings issues), Industrial
and Labor Relations Review, the Journal of Human Resources, the Journal of Labor Economics, the Journal of Public
Economics, Labour Economics, the Quarterly Journal of Economics, and the Review of Economics and Statistics.

2A sharp rise in earnings imputations is also found in the 1990s in the CPS Outgoing Rotation Group (Bollinger
and Hirsch 2006). Determining which earnings values are imputed in the March CPS becomes less transparent
beginning in 1988. See http://www.psc.isr.umich.edu/dis/data/kb/answer/1349.

3Meyer, Mok, and Sullivan (2009) present a related set of results in terms of dollars imputed rather than individuals.
Prior to 1988, unemployment insurance and worker’s compensation benefits are combined with other benefits. Prior
to 1982, the CPS imputation codes for AFDC/TANF do not match the codebook values. Figure ?? imputation
rates account for item non-response and whole supplement non-response, the roughly 10% of households that do not
provide sufficient data for the March supplement. The variable FL-665, a flag for whole supplement non-response,
does not appear on the public-use CPS data until 1991 although it does appear on the Unicon CPS files beginning
in 1988. We thank Jay Stewart of the Bureau of Labor Statistics for directing us to these pre-1991 data.
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since CPS earnings imputations do not account for union status, imputed earnings are uncorrelated

with union status. As a result, Hirsch and Schumacher (2004) and Bollinger and Hirsch (2006)

find that OLS estimates of the union wage gap are substantially understated (attenuated) when

including imputed earnings as compared to only using non-imputed earnings observations.

We show that underreporting and imputation can lead IV estimates to dramatically overstate

the impacts of transfer programs. For example, if the instrument is based on program rules that

vary across states and over time, imputed benefit values are not correlated with the instrumental

variable if the imputation procedure does not condition on state of residence. The first stage

estimated impact of the instrument on benefit amounts generally will be attenuated when using

imputed benefits and, since the IV estimate is the ratio of the reduced form to the first stage

coefficients on the instrument, the IV estimate will exceed is true value. When the instrument is

uncorrelated with the imputed values and missing observations are randomly assigned, we show

that the probability limit of the IV estimator exceeds the true IV parameter by a factor of 1/p

where p is the fraction of households correctly reporting benefits. Since only two-thirds of recent

CPS households correctly report benefits, IV estimates generated using imputed benefits are biased

upwards by 50 percent. Benefit underreporting has a similar impact on the IV estimator.

If the non-reporting is randomly assigned, a straightforward empirical solution is to only use the

non-imputed sub-sample. If values instead are missing at random (i.e., random after conditioning

on covariates), methods which account for selection on observable characteristics such as inverse

propensity score weighting can be applied. With selection on unobservables, estimates using the

non-imputed sample are also inconsistent. We briefly discuss possible solutions in such instances.

We present two examples to demonstrate the empirical importance of these estimation issues.

The first example uses the U.S. Social Security “notch” which Englehardt, Gruber, and Perry

(2005) exploit to examine the impact of Social Security income on the propensity of the elderly to

live independently. Since Social Security benefit imputations in the CPS use broad age categories

rather than exact age, we find that the IV estimates are biased upwards by 20 to 30 percent. Our

second example is a test for “excess sensitivity” among Japanese households in which monthly

consumption changes are regressed on monthly income changes using the predictable pattern of

child benefit payments as an instrument. Since only one quarter of eligible households report

2



receiving these payments, the IV estimate is overstated by more than a factor of three.

The measurement error induced by underreporting and imputation is akin to “mean reverting”

measurement error (Bound and Krueger 1991; Bound, Brown, Duncan, and Rodgers 1994).4 Berger,

Black, and Scott (2000) analyze the inconsistency of the IV estimator when using a noisy measure to

instrument for another noisy measure when both suffer from mean reverting measurement error.5

In our analysis, this inconsistency arises even when the instrument is correctly measured as is

typical when benefit rules vary by well-measured characteristics such as age and state of residence.

Our results easily extend to situations where the outcome of interest is underreported or imputed.

2 Econometric Framework

2.1 Model Setup

We focus on the population regression model for a continuous outcome y

y = β0 + β1x+ u (1)

where x is an endogenous, continuous regressor such that Cov(x, u) ̸= 0.6

Suppose that z is a valid, continuous instrumental variable for x such that Cov(x, z) ̸= 0 and

Cov(z, u) = 0. The first stage and reduced form equations are, respectively,

x = π0 + π1z + ϵ (2)

y = δ0 + δ1z + ε (3)

Since z is assumed to be exogenous and free from measurement error, the OLS estimators for the

coefficients on z in equations (2) and (3) are consistent as long the left-hand side variables in each

equation are free of measurement error or suffer from classical measurement error. In addition,

under these conditions, the IV estimator for β1, which can be written as δ̂1/π̂1, is also consistent.

4Gibson and Kim (2010) discuss a related issue for errors from using long-term retrospective recall data.
5See Card (1996) and Kane, Rouse, and Staiger (1999) for related analyses.
6It is straightforward to extend our analysis to include exogenous covariates and to account for binary variables.
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Suppose the data contain an indicator, si, for whether the endogenous regressor, x, is an actual

report, si = 1, or an underreport/imputed value, si = 0.7 Writing π̂1 as a weighted average of the

OLS estimators for each sub-group defined by si yields

π̂1 =

∑
i
(zi − z̄) (xi − x̄)∑

i
(zi − z̄)2

=

∑
i
si (zi − z̄) (xi − x̄) +

∑
i
(1− si) (zi − z̄) (xi − x̄)∑

i
(zi − z̄)2

(4)

=

∑
i
si (zi − z̄)2∑
i
(zi − z̄)2

·

∑
i
si (zi − z̄) (xi − x̄)∑

i
si (zi − z̄)2

+

∑
i
(1− si) (zi − z̄)2∑

i
(zi − z̄)2

·

∑
i
(1− si) (zi − z̄) (xi − x̄)∑

i
(1− si) (zi − z̄)2

=
SSz,s=1

SSz
· π̂1,s=1 +

SSz,s=0

SSz
· π̂1,s=0

Thus, the OLS estimator for the first stage slope coefficient, π̂1, is a weighted average of the

corresponding estimators when the model is estimated separately for each group, π̂1,s=1 and π̂1,s=0,

where the weights are the share of the variation in the instrument, SSz, belonging to each group.8

2.2 Interpreting the IV estimator

Suppose that si is randomly assigned and p = P [s = 1] is the probability of providing an actual

report. The first stage slope estimator using the sample of actual reporters, π̂1,s=1, is a consistent

estimator of π1. In addition, the weights in the final line of (4), SSz,s=1

SSz
and SSz,s=0

SSz
, are consistent

estimators of p and 1−p, respectively. However, the corresponding estimator for the under/imputed

reporters, π̂1,s=0, depends upon the corresponding underreporting or imputation process.

One common imputation procedure, the “hot deck,” selects a replacement amount from a

“donor” with the same values for a small set of characteristics. Hirsch and Schumacher (2004) and

Bollinger and Hirsch (2006) note that this procedure does not preserve the covariance between the

7Most datasets contain flags to indicate which observations are imputed and which are not. This set-up is also
useful for understanding the impact of underreporting even though this behavior typically is not explicitly flagged.

8The analysis focuses on imputed/underreported values of x but can be extended to either y or z. Typically, the
instruments for benefits depend on well-measured demographic characteristics. E.g., Medicaid eligibility may depend
on a child’s age and the earned income tax credit (EITC) depends upon the family’s number of children. Thus, it is
likely that the endogenous regressor will be underreported or imputed while the instrumental variable is not.
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allocated variable and the characteristics in the data that are left out of the imputation procedure.

If the imputed value of x does not depend upon z, the correlation between x and z among the

imputed observations will be quite small, if not zero.9 Thus, π̂1,s=0 ≈ 0 and, per equation (4), the

probability limit of π̂1 will equal pπ1 + (1− p) · 0 = pπ1.10

For underreporting, suppose that observed x is a constant fraction, θ, of actual x. It is

straightforward to show that plim (π̂1) for underreporters is θ · π1 and, thus, for the full sam-

ple plim (π̂1) = pπ1 + (1− p) θπ1 < π1. Alternatively, when failing to report benefits (i.e., θ = 0),

perhaps when payments are small or received infrequently, the probability limit of π̂1 falls to pπ1.

The impact of underreported or imputed values of x on the IV estimator can be seen by

substituting (4) and an analogous expression for the reduced form estimator into the IV estimator

β̂IV
1 =

δ̂1
π̂1

=

SSz,s=1

SSz
· δ̂1,s=1 +

SSz,s=0

SSz
· δ̂1,s=0

SSz,s=1

SSz
· π̂1,s=1 +

SSz,s=0

SSz
· π̂1,s=0

(5)

As discussed above, the denominator converges to values smaller than π1 when the endogenous

regressor is underreported or imputed. The reduced form slope estimates, δ̂1,s=1 and δ̂1,s=0, for

the actual and under/imputed reporters, respectively, are consistent if y is neither imputed nor

underreported. Thus, the probability limit of the IV estimator exceeds β1 and equals β1/p > β1 if

underreporters all report no benefits or if the imputations are uncorrelated with the instrument.11

If the non-reporting of values is randomly assigned across observations (i.e., missing completely

at random), then a practical solution to generate consistent IV estimates is to simply restrict the

analysis to only non-imputed/non-underreported observations.12 Alternatively, the availability of

administrative data can provide a straightforward re-scaling of the first stage estimate when non-

9Bollinger and Hirsch (2006) note that some correlation between the imputed x’s and z will occur if the covariates
used in the imputation process for x are correlated with instrumental variable.

10In general, whether or not the probability limit of π̂ exceeds π depends upon the imputation procedure. Bollinger
and Hirsch (2006) and Heckman and LaFontaine (2006) show that CPS earnings imputations pool GED recipients with
high school graduates and those attending, but not graduating from, a post secondary institution. Regressions yield
larger GED returns among those with imputed wages relative to those who provide wage information (plim (π̂1) > π1.)

11Extending the analysis to include exogenous regressors, w, is straightforward using the Frisch-Waugh-Lovell
Theorem. The OLS estimate for the coefficient on x when regressing y on x plus a vector of covariates w is numerically
equivalent to first separately regressing y and x on w and then using the resulting residuals in a simple regression. As
analogous procedure is available for 2SLS, we can again apply (5) but must compute the weights using the shares of the
variation in the residualized values of the instrument z between the actual and underreported/imputed sub-samples.

12As a referee noted, Two Sample IV (Angrist and Krueger 1992) using the full sample for the reduced form and
the non-imputed sample for the first stage may provide an efficiency gain over 2SLS with only non-imputed data.
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reporting is random. If the non-reporting of values follows the selection on observables assumption,

a number of straightforward methods are applicable: apply inverse propensity score weighting to

the non-imputed sample (Bollinger and Hirsch 2006), construct imputations using the instruments

in the imputation process (Hirsch and Schumacher 2004; Heckman and Lafontaine 2006), and

implement the “general correction” formula of Bollinger and Hirsch (2006) to adjust the estimates

for observable differences between the groups defined by si. When implementing these methods,

the studies listed above do not find substantively different results between using the non-imputed

sample only and correcting for selection on observables.

Additional methods may prove useful when confronted with non-random non-response. Recent

estimation methods have focused on providing consistent point estimates when data are missing

as a function of the outcomes only (Tang, Little, and Raghunathan 2003; Ramalho and Smith

2013) rather than as a function of the regressors as with the selection on observables assumption.13

Another option is to construct bounds for π1 which, since using the full sample yields consistent

estimates of δ1, will help produce bounds on β1. Since most government benefits have a natural set

of bounds due to programmatic rules, it may be possible to adapt methods developed by Manski

(1997) and Kline and Santos (2013) to generate bounds on π1 or use the approach of Manski and

Pepper (2000) to derive bounds on β1.14 We do not pursue these approaches in the current paper.

3 Empirical Examples

3.1 The Impact of the Social Security Notch Using Imputed Benefits

The U.S. Social Security “notch” generated a sizable change in Social Security (hereafter S.S.)

benefits for the affected birth cohorts (Krueger and Pischke 1992).15 Englehardt, Gruber, and

Perry (2005) (hereafter EGP), using data from the 1980-1999 March CPS supplements, investigate

the impact of S.S. income on the probability that elderly-headed families live independently.16

As OLS estimates of this relationship are likely inconsistent because S.S. benefits are a function

13These methods are related to those used in the literature on choice based sampling.
14See Kreider et al (2012) for a recent application of bounding when SNAP (food stamp) benefits are mis-reported.
15The Social Security Administration provides details of the notch at http://www.ssa.gov/history/pdf/notch.pdf
16EGP limit their analysis to families containing a S.S. recipient who is a male or never married female age 65 and

up or is a widowed or divorced female age 62 and up. Their paper provides details of sample construction.
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of lifetime earnings (e.g., wealthier individuals have higher benefits and are more likely to live

independently), EGP use the variation across birth cohorts driven by the notch to instrument for

S.S. benefits. Our analysis is likely important in this case since the share of S.S. benefit recipients

with imputed benefits in the CPS rises from 20% to nearly 30% during this period.

To create their instrument, EGP construct a lifetime earnings profile based on the median male

earner in the 1916 birth cohort. They use this profile to compute the S.S. benefit for every birth

cohort from 1900-1933, using the Consumer Price Index (CPI) to deflate earnings across time. By

fixing the earnings profile, the instrumental variable only reflects changes in the programmatic rules

across birth cohorts. The solid line in Figure ?? shows the instrument by birth cohort.17

Imputations in the March CPS arise from two types of non-response. Item non-response arises

when the respondent reports receiving a benefit but does not provide an amount. Whole supplement

non-response occurs when households finish the basic CPS interview but do not participate in the

March Supplement. As whole supplement non-response has remained constant at roughly ten

percent, the recent increase in non-reporting is driven by item non-response.18

The CPS uses the hot deck imputation method to allocate missing values by taking a value from

a donor observation with the same values for a subset of observable characteristics. For the March

CPS supplement, all donors are drawn from the same year. To broaden the scope of potential

matches, continuous match characteristics are collapsed into categorical values (e.g., age) while

some values of a single categorical characteristic are combined (e.g., race/ethnicity).19

Age is used in the hot deck procedure to impute missing S.S. benefits. For item non-response,

the imputation procedure uses seven age categories for selecting a donor: less than 35, 35 to 54, 55

to 61, 62 to 64, 65 to 69, 70 to 74, and 75+. For whole supplement non-response, the procedure

always groups those ages 65 and up. The long and short dashed lines in Figure ?? show average

S.S. income by birth cohort for non-imputed and imputed values, respectively. Actual S.S. income

reports exhibit strong evidence of the notch while the imputed values do not.

17We thank Gary Englehardt for sharing the values of the instrument by birth cohort.
18Prior to 1988, information on whole supplement imputation was contained in the data allocation flag for each

income measure. In subsequent years, there is a single flag indicating whole supplement non-response.
19We thank Ed Welniak for providing us with the internal Census Bureau documents detailing the hot deck

procedure beginning with the March 1989 CPS and retroactively applied to the March 1988 CPS. These documents
are available from the authors. We have not been able to determine the imputation procedures used in earlier years.
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EGP estimate the equation

Pi,t = θSSIncomei,t + βXi,t + γi +αt + φi + ui,t (6)

where Pi,t is an indicator for having a shared living arrangement; SSIncomei,t is family S.S. income

in thousands of dollars; Xi,t includes indicators the head’s and spouse’s (if present) education,

spouse’s age (if present), marital status (married, widowed, and divorced), white, and female; γi

is a full set of indicators for the age (age+3 for widowed and divorced women) from ages 65 to 90;

αt is a set of survey year indicators, and φi is a set of indicators for the nine Census divisions.20

Table 1 presents our results.21 Applying OLS to equation (6) shows that the probability of

living in a shared arrangement falls as S.S. income increases. The impact is over twice as large in

the non-imputed sample (column (2)) than in the imputed sample (column (3)), consistent with

an attenuation bias due to including those with allocated benefits.

The first stage estimates vary as predicted by our analytical results. The estimated effect of the

instrument on S.S. income is nearly 20% larger in the non-imputed sample than in the full sample,

consistent with the share of S.S. benefit imputations during this period. Relatedly, the first stage

relationship is more than three times larger for the non-imputed sample than the imputed sample.

As the shared living arrangements measure is based on the household roster, there is no reason

to expect the reduced form estimate to depend upon whether S.S. income is imputed. While the

reduced form estimate in the imputed sample is larger than the non-imputed sample estimate, the

standard errors are sufficiently large that these differences are not statistically meaningful.

The final row of Table 1 presents the 2SLS estimates. The 2SLS estimate of -0.023 when using

the full sample is over 25% larger than the estimate of -0.018 using the non-imputed sample only.

Assuming that S.S. benefits are missing at random, the results from the full sample substantially

overstate the efficacy of S.S. benefits in reducing shared living arrangements.22

20Our analysis differs from EGP’s in two ways. First, we use the 1900-1930 birth cohorts rather than the 1900-1933
cohorts. Second, whereas EGP use age-by-year of birth cells, we use individual-level data to match our analytical
results. Cell-level results are quite similar to our findings shown here (see Stephens and Unayama 2015a).

21Our estimates are weighted by the individual sampling weight for the S.S. recipient. The standard errors are
clustered at the year of birth level. As equation (6) includes a number of exogenous covariates, we apply the Frisch-
Waugh-Lovell theorem as described earlier and use the resulting residuals to estimate the first stage and reduced
form models in order to be consistent with the decomposition shown in equation (5).

22When converted to elasticities, following EGP, we find a full sample elasticity of -0.53 which is 25% larger than our
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Finally, we use inverse propensity score weighting (IPW) to correct for selection on observable

characteristics (Bollinger and Hirsch 2006). We estimate a probit using an indicator for reporting

an actual S.S. value as the outcome and use the same regressors as in equation (6). The IPW

estimates (column (4)) are nearly identical to the non-imputed sample only estimates (column (2)).

3.2 Excess Sensitivity and the Underreporting of Japan’s Child Benefit

A number of developed countries provide transfers based the age and number of children in a family

(OECD 2011). In Japan, child benefits are paid three times a year, in equal amounts, in February,

June, and October. While the Life-Cycle/Permanent Income Hypothesis (LCPIH) predicts that

households will smooth consumption in response to predictable changes in income, a number of

papers find that consumption is sensitive to the timing of income receipt including various types

of government transfer payments (Stephens 2003; Shapiro 2005; Mastrobouni and Weinberg 2009;

Stephens and Unayama 2011) and paychecks (Stephens 2006).

Japan introduced its child benefit system in 1972 by providing benefits to households with three

or more children, extending to two child families in 1986, and to one child families in 1992.23 Child

benefits were means tested until 2009. Benefits initially continued until the child was fifteen but

this age limit was lowered to three in 1986 before being incrementally raised over multiple years

and again reached age fifteen in 2009. Benefits were relatively stable in real terms in the 1970s

and 1980s, increased in 1992 and again in the mid and late 2000s, before subsequently decreasing.

These benefits constitute over three percent of family income (Stephens and Unayama 2015b).

We test whether consumption exhibits “excess sensitivity” using monthly panel data from the

Japanese Family Income and Expenditure Survey (JFIES) during 1992-2009 when all families with

children are eligible for benefits and benefits are means tested. Families are surveyed in the JFIES

for six consecutive months and are instructed to enter all expenditures and income into a daily

diary. Our data contains detailed expenditure and income categories at a monthly frequency.24

Child benefits are recorded as part of an “other social security” variable which contains all

social welfare benefits except public pension payments. In benefit distribution months, only 24% of

elasticity of -0.41 for the non-imputed sample. Stephens and Unayama (2015a) provide details of these calculations.
23Stephens and Unayama (2015b) provide a more detailed discussion of Japan’s child benefit system.
24Additional details regarding the JFIES are given in Stephens and Unayama (2011).
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eligible households report positive benefits amounts with 70% of positive reports exactly matching

the child benefit value predicted by programmatic rules (i.e., based on age and number of children)

and 20% of positive reports being too high, likely due to receiving additional transfer benefits. Only

4% of households report benefit receipt in non-benefit distribution months.

We regress monthly non-durable consumption changes on monthly income changes and, since

income changes may reflect unexpected information (e.g., job loss), instrument for income changes

using the monthly child benefit disbursement pattern.25 Specifically, we estimate the equation

∆Ci,t = α0 + α∆HHincomei,t + γXi,t + ui,t (7)

where ∆Ci,t is the change in non-durable consumption from month t−1 to month t, ∆HHincomei,t

is the change in household income between adjacent months, and Xi,t are additional controls

for monthly consumption growth including calendar year and month indicators, survey month

indicators, the change in the number of household members, and the age of the household head

and its square. The substantial amount of child benefit underreporting reduces the endogenous

variable, ∆HHincomei,t, which makes our analytical results relevant for this analysis.26

Table 2 reports the tests of excess sensitivity.27 Using our full sample (column (1)), the OLS

estimate of the marginal propensity of consume out of income is 0.086. After instrumenting for

income changes, we find a relatively large and significant estimate of 0.171. A finding of this

magnitude typically is considered to be evidence of a substantial violation of the LCPIH.

The full sample first stage estimate is 0.283 although, in the absence of underreporting, we

would expect this coefficient to equal one, i.e., income increasing one for one with benefits.28 Thus,

the large degree of underreporting severely attenuates the first stage estimate. Furthermore, since

the IV estimate is the ratio of the reduced form estimate to the first stage estimate, in this example

25Non-durable expenditure is the outcome commonly used in the literature (e.g., Stephens and Unayama 2011).
Upon entry into the JFIES, households report total household income for the twelve months prior to the survey
period. We use this measure to determine whether households are above or below the means test threshold.

26HHincomei,t includes all monthly household income sources except bonus income. Bonuses are typically received
in June (a child benefit month) and/or December. The first stage estimates are sensitive to including bonuses although
they remain substantially less than one and the corresponding IV estimates are still biased upwards.

27The standard errors are clustered at the household level.
28One possibility is that child benefits crowd out other sources of income, e.g., earnings are reduced as a behavioral

response to child benefits. Even if benefits lead households to work less, it seems very unlikely that these work effort
reductions would exactly coincide with the months of benefit receipt rather than be spread throughout the year.
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we would expect the IV estimate to simply equal the reduced form estimate in the absence of

underreporting. A comparison of the IV and reduced form estimates indicates that underreporting

inflates the causal estimate by more than a factor of three and yields a quite different substantive

interpretation of the deviation of behavior from the standard model.29

One theoretical mechanism for excess sensitivity is that liquidity constrained households respond

to anticipated income changes. Following Zeldes (1989), we split the sample based upon whether

the household is above (unconstrained) or below (constrained) current year median sample income.

For both types of households we find evidence of excess sensitivity in the reduced form estimates

in Table 2. However, we find similar attenuated first stage estimates and dramatically overstated

2SLS estimates for both groups due to benefit underreporting.

Assuming that underreporting occurs randomly, we examine a “correct reports” sample defined

as observations where the “other social security” amount matches the amount computed for the

instrument. We only lose roughly one-third of the sample as benefit changes are zero for the

majority of months. The OLS estimate for the correct reports sample (column (4)) is similar to

the full sample estimate. Moreover, consistent with the prediction that one yen of child benefits

raises family income by one yen, we cannot reject the null that the first stage estimate is one.

However, the remaining estimates in column (4) suggest that the correct reports sample es-

timates are subject to selection on unobservables. The reduced form estimate for this sample is

twice as large as the corresponding full sample estimate. Adjusting for selection on observables

(column (5)) yields similar results. One possibility is households that are most likely to report child

benefits are more likely to change their spending due to benefits. Clearly, only using non-missing

observations is not a universal panacea for addressing underreported and imputed data.

4 Discussion

The continuing rise in survey non-response has increased the share of observations with imputed and

underreported values for government benefits. We demonstrate analytically that the underreporting

29One concern is that we may misclassify ineligible households as being eligible due to mis-measured household
income. However, we split the sample between high and low income households below in order to examine whether
the response can be attributed to liquidity constraints, we find nearly identical first stage estimates for both samples.
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and imputation of government transfers can lead to a substantial overstatement of the causal

effect of government transfers when applying instrumental variables methods to correct for the

endogeneity and/or measurement error. Our empirical findings confirm these concerns.

We conclude with some observations for empirical research. First, researchers should pay close

attention to the magnitude of the first stage estimates in addition to the strength of the instruments.

Second, when non-reporting is not random, caution needs to be used when dropping non-responders

as illustrated by our child benefit example. Third, researchers should take care to construct correct

variance estimates when using imputed data, possibly through adjusted variance formulas (Abadie

and Imbens 2012) or bootstrap methods (Shao and Sitter 1996). Finally, it is important to under-

stand the imputation procedures a data provider uses. For example, for the four benefit items in

the March CPS that use state of residence for imputations, this information is collapsed into five

broad groupings which do not reflect geographic location, are constant over time and, thus, are

unlikely to be correlated with the state-year variation used in many IV applications.
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Table 1 - Social Security Notch Regressions

Sample: Pooled Non-Imputed Imputed Non-Imputed
S.S. Income S.S. Income S.S. Income

IPW

(1) (2) (3) (4)

OLS -0.010 -0.012 -0.005 -0.011
(0.0005) (0.0005) (0.0008) (0.0005)

First Stage 0.227 0.267 0.070 0.270
(Residuals) (0.050) (0.056) (0.040) (0.059)

Reduced Form -0.0052 -0.0048 -0.0071 -0.0049
(Residuals) (0.0026) (0.0023) (0.0045) (0.0022)

2SLS -0.023 -0.018 -0.097 -0.018
(0.014) (0.010) (0.068) (0.010)

N 256,710 203,983 52,727 203,983

Notes: Each estimate in the Table is from a separate regression. The dependent variable is an indicator whether the

family is living in a shared arrangement. The OLS and 2SLS estimates are the coefficients on family S.S. income

and also include controls listed in the text. The first stage and reduced form estimates are the coefficient on the S.S.

instrument based on the Frisch-Waugh-Lovell decomposition. Standard errors are clustered at the year of birth.

Table 2 - Excess Sensitivity Regressions

Sample: Full Below Above Correct Correct
Median Median Reports Reports
Income Income IPW

(1) (2) (3) (4) (5)

OLS 0.086 0.079 0.090 0.087 0.090
(0.009) (0.010) (0.013) (0.011) (0.011)

2SLS 0.171 0.135 0.220 0.086 0.094
(0.083) (0.080) (0.144) (0.038) (0.039)

First Stage 0.283 0.312 0.253 1.07 1.10
(0.032) (0.047) (0.043) (0.045) (0.046)

Reduced Form 0.048 0.042 0.056 0.093 0.103
(0.024) (0.025) (0.037) (0.041) (0.044)

N 186,383 93,063 93,320 122,217 122,217

Notes: Each estimate in the Table is from a separate regression. The dependent variable is the change in in non-durable

consumption from month t− 1 to t. The OLS and 2SLS estimates are the coefficients on the change in reported other

social security income from month t − 1 to t. The first stage and reduced form estimates are the coefficient on the

programmatic child benefit change from month t− 1 to t. Additional controls are listed in the text.



Figure 1: March CPS Share Imputed Among Those With Positive Amounts 1988-2013
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Figure: Plot of OLS Residuals Against Distance Dij
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+

∑Ni
j=ni+1 E[Yij | y i]

Ni
=

ni

Ni
yi +

∑Ni
j=ni+1 E[Yij | y i]

Ni

E[Yij |y i] = E[h−1
λ (xT

ij β+ vi + eij)|y i]
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(poverty indices)

(4)Unmatched Sampling Linking Model Sugasawa, Kubokawa and Rao
(2017)

yi =θi + εi , εi ∼ N(0,Di),

h(θi) =x�i β+ vi , vi ∼ N(0, σ2
v)

θi > 0, h(·) : (0,∞)→ (−∞,∞)
h(θi) = log θi , h(θi) = log{θi/(1 − θi)}

θi = h−1(x�i β+ vi)

E[θi |yi] = E[h−1(x�i β+ vi)|yi] =

∫
θiπ(θi |yi)dθi ,

π(θi |yi) =
h′(θi) exp{−(yi − θi)2/2Di − (h(θi) − x�i β)

2/2σ2
v }∫

h′(θi) exp{−(yi − θi)2/2Di − (h(θi) − x�i β)2/2σ2
v }dθi
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(5)

2
2

(GLMM)

(6)

(7)
AIC, BIC

AIC
Kawakubo and Kubokawa (2014)
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(8)
EBLUP

EBLUP 2 (MSE) m → ∞
2

m → ∞
2 1 − γ

2

2

2

ML
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1

76

•

– 54 25 27

∗

–

∗
2



•

–

3

•
–

1. 2200 1

2. 490 1

3. 80 1

• (H29)

–

– 1 5 4

– 1 5

4



1.

•
•
•

2.

•
•

3.

• 0.1%

–

5

1.

•
•

2.

•
•

3. 100%

• 1 1

• 1 “random

rounding”

• random rounding

6



(Naive) Random Rounding

• 10−d (d = 0, 1, 2, . . .)

• j πj πj 10−d rj (j = 1, 2, . . . , J )

• r· :=
∑J

j=1 rj r· 10−d 0 0

– 10 r· 0

– πj > 0 rj > 0

∗ πj = 0

• XJ := (X1, X2, . . . , XJ) j rj/r· =: pj 10

Multi(10,p)

• πj 10−d 10−d Xj × 10−d−1 j

Yj

• E(Yj) = πj

∑J
j=1 Yj = 1

7

• Random Rounding 1 1

• XJ ∼ Multi(10,p) Multi(10c,p) Yj

c (c = 0, 1, 2, . . .)

•

E(Yj) = πj ,

J∑
j=1

Yj = 1

– Yj

•

8



• x p

• ε ∀(x,p)
P(X = x;p+Δ)

P(X = x;p)
≤ exp(ε) (1)

ε− (DP) Δ p 1

• (1) |Δ| = 1

log P(X = x;p+Δ)− log P(X = x;p)

|Δ| ≤ ε (2)

• p

• (2) |Δ| → 0 ε

9

• P(X = x;p) 0 (x,p)

– pj = 0 P(Xj > 0) = 0

• p̃j = pj + δj

• Δ pj

(log P(X = x; p̃+Δ)− log P(X = x; p̃))/|Δ|
= (xj(log(pj + δj +Δ)− log(pj + δj)))/|Δ| → xj/p̃j

• ∀(xj , pj)

xj/p̃j ≤ ε

• p̃j j xj = 10c

– 1

• p̃j c

10



• XJ ∼ Multi(10c,p) E(Yj) = πj ,
∑J

j=1 Yj = 1

•

• Xk

Yj

• π F J ∈ F|n,J := {fJ : fj ∈ N0, j ∈ [J ],
∑

fj = n}
E(Fj) = nπj

11

• (Total) Bell polynomial:

Bn(w) := n!
∑
s∈S|n

n∏
i=1

(wi

i!

)si 1

si!
,

where

S|n := {s : si ∈ N0, i ∈ N,
∞∑
i=1

isi = n}.

• B0(·) := 1.

• Partial Bell polynomial:

Bn,k(w) := n!
∑

s∈S|n,k

n∏
i=1

(wi

i!

)si 1

si!
,

where

S|n,k := {s : si ∈ N0, i ∈ N,
∞∑
i=1

isi = n,
∞∑
i=1

si = k}.

12



• Simple fact: Bn(w) =
∑n

k=0 Bn,k(w).

• We write λw = (λw1, λw2, λw3, . . .). ⇒ Bn(λw) =
∑n

k=0 λ
kBn,k(w).

• ⇒ dBn(λw)/dλ =
∑n

k=0 kλ
k−1Bn,k(w)

• If wi ≥ 0, i ∈ [n], then Bn(w) ≥ 0 ⇒ dBn(λw)/dλ ≥ 0 if λ ≥ 0.

13

Bell Polynomial Distribution

• Define, for n ∈ N, J ∈ N, λj ≥ 0, j ∈ [J ], wj ≥ 0, j ∈ [n], the J dimensional Bell polynomial

distribution with parameters (n, λ1, λ2, . . . , λJ ,w) by

p(fJ) =

(
n

fJ

)
1

Bn(λ·w)

J∏
j=1

Bfj (λjw), fJ ∈ F|n,J . (3)

• Denote this distribution by BellPJ(n, λ1, λ2, . . . , λJ ,w).

• When w = (1, 0, 0, 0, . . .), it reduces to the J dimensional multinomial distribution with cell

probabilities λj/λ·, j ∈ [J ].

• When
∑∞

i=1 wi/i! < ∞, it reduces to the Conditional Compound Poisson (CCP) distributions (H,

2009).

14



Marginal Moments

• Write πj := λj/λ·.

• Theorem 1 Suppose that F J ∼ BellPJ(n, λ1, λ2, . . . , λJ ,w). Then

E(Fj) = nπj , j ∈ [J ]. (4)

V(Fj) = nπj(1− πj)φ(n, λ·,w), j ∈ [J ], (5)

where

φ(n, λ·,w) = 1 +
λ·(n− 1)!

Bn(λ·w)

n−2∑
i=0

Bi(λ·w)wn−i

i!(n− i− 2)!
.

Cov(Fi, Fj |N = n) = −nπiπjφ(n, λ·,w), i ∈ [J ], j ∈ [J ], i �= j. (6)

• Remark 1 φ(n, λ·,w) = 1 if and only if wi = 0 for i ≥ 2.

• Corollary 1 For all w the correlation matrix of BellPJ (n, λ1, λ2, . . . , λJ ,w) is that of

Multi(n, π1, π2, . . . , πJ).

15

ex) Negative Hypergeometric Distribution

• wi = (i− 1)!, Bn(λw) = λ(λ+ 1) · · · (λ+ n− 1).

• BellPJ(n, α1, α2, . . . , αJ , (0!, 1!, 2!, . . .))’s pmf:

p(fJ) =

(
n

fJ

)
Γ(α·)

Γ(α· + n)

J∏
j=1

Γ(αj + fj)

Γ(αj)
, fJ ∈ F|n,J .

• Write πj = αj/α·.

• When F J ∼ BellPJ(n, α1, α2, . . . , αJ , (0!, 1!, 2!, . . .)), it is known that

E(Fj) = nπj .

V(Fj) = nπj(1− πj)(1 + (n− 1)/(α· + 1)).

• Hence φ(n, α·, (0!, 1!, 2!, . . .)) must be 1 + (n− 1)/(α· + 1).

• Proposition 1
(n− 1)!α·
Γ(α· + n)

n−2∑
i=0

(n− i− 1)Γ(α· + i)

Γ(i+ 1)
=

n− 1

α· + 1
.

16



Direct Proof of Proposition 1

• Lemma 1
n∑

i=0

Γ(a+ i)

Γ(1 + i)
=

Γ(1 + n+ a)

aΓ(1 + n)
.

• Thus we have

φ(n, α·, (0!, 1!, 2!, . . .)) = 1 +
(n− 1)!α·
Γ(α· + n)

n−2∑
i=0

(n− i− 1)Γ(α· + i)

Γ(i+ 1)

= 1 +
(n− 1)!α·
Γ(α· + n)

{
(n− 1)

n−2∑
i=0

Γ(α· + i)

Γ(i+ 1)
−

n−2∑
i=1

Γ(α· + i)

Γ(i)

}

= 1 +
(n− 1)!α·
Γ(α· + n)

{
(n− 1)

Γ(n− 1 + α·)
α·Γ(n− 1)

− Γ(n− 1 + α·)
(α· + 1)Γ(n− 2)

}

= 1 +
(n− 1)!α·
Γ(α· + n)

{
Γ(n+ α·)

α·(α· + 1)Γ(n− 1)

}
= 1 + (n− 1)/(α· + 1). �

17

ex) Quasi-Multinomial

• BellPJ(n, θ1/λ, θ2/λ, . . . , θJ/λ, (1
0, 21, 32, . . .)) is “Quasi-Multinomial (type 2)” (Consul and

Mittal, 1977):

P(F J = fJ) =

(
n

fJ

)
1

θ·(θ· + nλ)n−1

J∏
j=1

θj(θj + fjλ)
fj−1, fJ ∈ F|n,J . (7)

• Reparameterize (7) as β := λ/θ· ≥ 0, πj = θj/θ·, j ∈ [J ].

• Consul and Mittal (1977) derive

V(Fj) = nπj

[{
(n− 1)!

1 + nβ

n∑
i=2

πj + iβ

(n− i)!

(
β

1 + nβ

)i−2
}

+ 1− nπj

]
. (8)

• Theorem 1 tells us that π’s can be separated in (8).

18



Proposition 2 For β > 0 eq. (8) can be rewritten as

V(Fj) = nπj(1− πj)φ(n, β
−1, (10, 21, 32, . . .)), (9)

where

φ(n, β−1, (10, 21, 32, . . .)) = 1 +
(n− 1)!

(β−1 + n)n−1

n−2∑
i=0

β−1(β−1 + i)i−1(n− i)n−i−1

i!(n− i− 2)!

Proposition 3 When F J ∼ BellPJ(n, θ1/λ, θ2/λ, . . . , θJ/λ, (1
0, 21, 32, . . .)),

Cov(Fi, Fj |N = n) = −nπiπjφ(n, β
−1, (10, 21, 32, . . .)).

19

• BellPJ(n, λ1, λ2, . . . , λJ ,w)

• λj

(logBfj (λjw)− logBn(λ·w))′ =
B′

fj
(λjw)

Bfj (λjw)
− B′

n(λ·w)

Bn(λ·w)
(10)

• (f , (λ1, . . . , λJ)) ε

• (10) f

B′
fj
(λjw)

Bfj (λjw)
=

∑fj
k=0 kλ

k−1
j Bfj ,k(w)∑fj

k=0 λ
k
jBfj ,k(w)

• k/λj

• λj j n (10)

20



Theorem 2 Suppose that n ∈ N, J ∈ N, λj > 0, wj ≥ 0, j ∈ [J ]. Write λ = minj λj . Then

BellPJ(n, λ1, λ2, . . . , λJ ,w) is ε-DP if and only if

B′
n(λw)

Bn(λw)
− B′

n(λ·w)

Bn(λ·w)
≤ ε. (11)

Corollary 2 Suppose that n ∈ N, J ∈ N, pj > 0, j ∈ [J ],
∑J

j=1 pj = 1. Then Multi(n,p) is ε-DP

if and only if, ∀j,

n(1/pj − 1) ≤ ε. (12)

• NB: Bn(λ, 0, 0, . . .) = λn.

• When cell probabilites are uniform, i.e., least unsafe, (12) reduces to n(J − 1) ≤ ε.

– ε can never be small !

21

Corollary 3 Suppose that n ∈ N, J ∈ N, αj > 0, j ∈ [J ]. Then NegHyp(n, 
α) is ε-DP if and only if

n−1∑
k=0

(
1

α+ k
− 1

α· + k

)
≤ ε. (13)

• When α·/α is fixed at c, (13) reduces to

n−1∑
k=0

(
(c− 1)α

(α+ k)(cα+ k)

)
≤ ε.

– LHS→ 0 as α → ∞: Multi

Proposition 4 Suppose that n ∈ N, J ∈ N, αj > 0, j ∈ [J ]. Then for any positive ε, NegHyp(n, 
α) is

ε-DP as α· → ∞ where cell probabilites are fixed.

22



Remarks

•
Machanavajjhala et al. (2008)

• deterministic

– stochastic

– deterministic

23

• LHS of (11) is further written as

∑n
k=0 kλ

k−1Bn,k(w)Bn(λ·w)−∑n
k=0 kλ

k−1
· Bn,k(w)Bn(λw)

Bn(λw)Bn(λ·w)

=

∑n
k=0 kBn,k(w){λk−1Bn(λ·w)− λk−1

· Bn(λw)}
Bn(λw)Bn(λ·w)

≤
∑n

k=0 kBn,k(w){λk−1
· Bn(λ·w)− λk−1

· Bn(λw)}
Bn(λw)Bn(λ·w)

≤
∑n

k=0 nBn,k(w){λk−1
· Bn(λ·w)− λk−1

· Bn(λw)}
Bn(λw)Bn(λ·w)

=
n

λ·
Bn(λ·w){Bn(λ·w)−Bn(λw)}

Bn(λw)Bn(λ·w)
=

n

λ·
{Bn(λ·w)−Bn(λw)}

Bn(λw)
.

24



Proposition 5 Suppose that the conditions of Theorem 2 hold. Then BellPJ(n, λ1, λ2, . . . , λJ ,w) is

ε-DP if
n

λ·

(
Bn(λ·w)

Bn(λw)
− 1

)
≤ ε.

• When λ·/λ is fixed at c,

lim
λ→∞

Bn(λ·w)

Bn(λw)
− 1 = lim

λ→∞
(cλ)nBn,n(w) +O(λn−1)

λnBn,n(w) +O(λn−1)
− 1 = (cn − 1)

Theorem 3 Suppose that n ∈ N, J ∈ N, λj > 0, wj ≥ 0, j ∈ [J ]. Then for any positive ε,

BellPJ(n, λ1, λ2, . . . , λJ ,w) is ε-DP as λ· → ∞ where cell probabilites are fixed.

• When cell probabilites are fixed, Multi is unchanged as λ· → ∞.

Proposition 6 Let ρj = θj/λ. Then QM(n, 
ρ) is ε-DP as ρ· → ∞ where cell probabilities are fixed.

• Bn(ρ(1
0, 21, . . .)) = ρ(ρ+ n)n−1

25

•
•
• 1

• random rounding 1

• random part

• random part

•
–
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SIML

1

ML SIML



2016 -2017
( )

( )
(Kunitomo-Sato(2017),

Kunitomo-Awaya-Kurisu(2017), )

(CTI)
( ) HP CTI



t m = 28, 29, 30, 31

yt

yt = xt + swt + smt + ht + vt (t = 1, · · · ,T ),

xt swt smt
ht vt

vt N(0, σ2)

xt = xt−1 + v xt (t = 1, · · · ,T ),

v xt N(0, σ2
x)

(Kitagawa (2010) )

(1 + L+ · · ·+ L6)swt = vwt (t = 1, · · · ,T ),

L vwt N(0, σ2
w )

(1 + L+ · · ·+ L11)[
∑

t∈Ii (t)
smt ] = vmIi (t) (t = 1, · · · ,T ),

smIi (t) =
∑

t∈Ii (t) s
m
i

smi N(0, σ2
m)

vmIi (t) σ2
m



2000 1 2016 10 6000

2000

2010.1.1 500
2000.1-2016.12

2:

GDP



GDP

GDP
GDP

GDP
( (2010))

:
y1t (t = 3(i − 1) + j ; i = 1, · · · ,m; j = 1, 2, 3;T = 3m).

p − 1
y2t (t = 12(i − 1) + j , i = 1, · · · , n; j = 1, · · · , 12;T = 12n)

x1t (t = 12(i − 1) + j , i = 1, · · · , n; j = 1, · · · , 12)
xt = (xkt)

β
′
x ,tyt = Op(1) , st = (sk,t)

β
′
s,tst = Op(1) ,

Kunitomo-Sato(2017) βx ,βs

SIML( )

β
′
xxt = β0 + u

(x)
t

(co-integrated relations)



y1t
y2t y3t (
)

(i) ,
(ii) (i.e. ),
(iii) ,
(iv)

GDP
etc.

X-12-ARIMA, DECOMP

( )
ranl(xtx

′
t) p − 1

βx ,t x
′
tβx ,t = Op(1)

βx ,t

Y0 θ

LT (θ) =
T∏
t=1

f (yt |Yt−1,θ)

( DECOMP hyper-parameter
)



SIML

SIML :

yij : j i
( tni ; i = 1, · · · , n; j = 1, · · · , p; 0 = tn0 ≤ · · · ≤ tnn = T )

n = T , tni − tni−1 = 1, yi = (y1i , · · · , ypi )′ p × 1

, Yn = (y
′
i ) (= (yij)): n × p , y0 : .
xi (= (xji )) at t

n
i (i = 1, · · · , n)

s
′
i = (s1i , · · · , spi ).

v
′
i = (v1i , · · · , vpi )

.

yi = xi + si + vi

xi , si ,

Δdxi = (1− L)dxi = w
(x)
i

Lxi = xi−1, Δ = 1− L, E(w(x)
i ) = 0,

E(w(x)
i w

(x)′
i ) = Σx ,

(1 + L+ · · ·+ Ls−1)Dsi = w
(s)
i

Lssi = si−s , E(w(s)
i ) = 0, E(w(s)

i w
(s)′
i ) = Σs ,

vi =
∞∑

j=−∞
Cjei−j ,

Cj , i.i.d.
E(ei ) = 0, E(eie′

i ) = Σe



d = D = 1

β p × 1
β

′
yi = Op(1) (i = 1, · · · , n) , B

q × p (q ≤ p)

Byi = Op(1) (i = 1, · · · , n)

Bssi = Op(1) (i = 1, · · · , n).

d = D = 1, (
si = 0) Δxi vi (i = 1, · · · , n)

Np(0,Σx) Np(0,Σv )
n × p Yn = (y

′
i ), np × 1

(y
′
1, · · · , y

′
n)

′
y0

vec(Yn) ∼ Nn×p

(
1n · y′

0, In ⊗Σv + CnC
′
n ⊗Σx

)
,



Cn =

⎛
⎜⎜⎜⎜⎝

1 0 · · · 0 0
1 1 0 · · · 0
1 1 1 · · · 0
1 · · · 1 1 0
1 · · · 1 1 1

⎞
⎟⎟⎟⎟⎠

n×n

.

y0 (ML)

L∗n = log |In ⊗Σv + CnC
′
n ⊗Σx |−1/2

− 1

2
[vec(Yn − Ȳ0)

′
]
′
[In ⊗Σv + CnC

′
n ⊗Σx ]

−1[vec(Yn − Ȳ0)
′
] ,

Ȳ0 = 1n · y′
0 .

Kn− Yn Zn (= (z
′
k))

Zn = Kn

(
Yn − Ȳ0

)
,Kn = PnC

−1
n ,

C−1
n =

⎛
⎜⎜⎜⎜⎝

1 0 · · · 0 0
−1 1 0 · · · 0
0 −1 1 0 · · ·
0 0 −1 1 0
0 0 0 −1 1

⎞
⎟⎟⎟⎟⎠

n×n

,

Pn = (p
(n)
jk ) , p

(n)
jk =

√
2

n + 1
2

cos

[
2π

2n + 1
(k − 1

2
)(j − 1

2
)

]
.



C−1
n C

′−1
n = PnDnP

′
n Dn

k-

dk = a∗kn = 2[1− cos(π(
2k − 1

2n + 1
))] = 4 sin2(π/2)[(2k − 1)/(2n+1)]

Ln =
n∑

k=1

log |aknΣv +Σx |−1/2 − 1

2

n∑
k=1

z
′
k [aknΣv +Σx ]

−1zk ,

akn (= dk) = 4 sin2
[
π

2

(
2k − 1

2n + 1

)]
(k = 1, · · · , n) .

zk (k = 1, · · · , n)
Np(0,Σx + aknΣv ), ak 4 sin2(x) in
(0, π/2)



zk aknΣv +Σx zkz
′
k

k n → ∞ akn → 0
k akn k = kn

(1/mn)
∑mn

k=1 akn mn n

mn/n → 0(n → ∞) (SIML) (Σ̂x)

Σ̂x ,SIML =
1

mn

mn∑
k=1

zkz
′
k .

Σ̂x mn

n mn = O(nα)(0 < α < 1
SIML

1

1
(q = 1)

yi = xi + vi , Yn = (y
′
i ), xi

xi = xi−1 + πμi ,

π p× 1 vector, μi i.i.d. ( )
N(0, σ2

μ) vi i.i.d. (p- )
Np(0,Σv ) Σv )



b = σμπ,A = aknΣv

A
|A+ bb

′ | = |A|[1 + b
′
A−1b]

[A+ bb
′
]−1 = A−1 − A−1b[1 + b

′
A−1b]−1b

′
A−1

(Σx = bb
′
)

Ln

L1n =
n∑

k=1

[
log |aknΣv |+ log(1 + a−1

kn b
′
Σ−1

v b) + a−1
kn z

′
kΣ

−1
v zk

−a−1
kn (z

′
kΣ

−1
v b)2

akn + b′Σ−1
v b

]

=
n∑

k=1

log |aknΣv |+
n∑

k=1

a−1
kn z

′
kΣ

−1
v zk

+
n∑

k=1

[
log(1 + a−1

kn c)−
a−1
kn (z

′
kΣ

−1
v b)2

akn + c

]
,

c = σ2
μπ

′
Σ−1

v π .



π ML π
β

′
= (1,−β

′
2)

[
Σ̂x .SIML − λΣ̂v .SIML

]
β̂SIML = 0 ,

Σ̂x .SIML =
1

mn

mn∑
k=1

zkz
′
k ,

Σ̂v .SIML(1) =
1

2
[
1

n

n∑
k=1

zkz
′
k − Σ̂x .SIML] ,
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Figure 1 : Likelihood Function of β2 (n = 1, 000)
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Figure 2 : Likelihood Function of β2 (n = 1, 000)
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Figure 3 : Likelihood Function of ρ (n = 1, 000)
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Figure 4 : Wrong Likelihood Function of ρ (n = 1, 000)

SIML

Theorem 4.2 (KAK 2017)) : Assume that vi (i = 1, · · · , n) are
a squence of i.i.d. random vectors and |Σv | �= 0. Then under the
assumption of Gaussian distributions the maximum likelihood
estimator of β is consistent as n −→ ∞.

Theorem 4.3 (KS 2017) : Assume the non-stationary
errors-in-variables model and |Σv | �= 0. Then under the
assumption of existence of fourth order moments the SIML
estimator of β is consistent as n −→ ∞.

SIML (KS(2017).)
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Theorem 5.1 : In the new setting with N, s, n (= Ns) (positive
integers), we assume the moment conditions on the seasonal

components as E [w (s)4
ig ] < ∞.

For Σ̂x , we have
(i) For mn = [nα] and 0 < α < 1, as n −→ ∞
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Theorem 5.2 : In the new setting assume the moment conditions

on the seasonal components as E [w (s)4
ig ] < ∞. For Σ̂s with I

(s)
1n or

I
(s)
2n ,
(i) for mn = [nα] and 0 < α < 1, as n −→ ∞
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