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Abstract

The repeated situation of two-person symmetric games with random matching is
considered, where an individual does not know the objective payoff function, and
therefore, formulates the subjective payoff function in every period according to a
learning rule defined by Matsushima (1998). We assume that the objective game
satisfies a property of strategic coordination, which implies that the opponents
choosing the same action as the individual is beneficial to the latter. It is shown that, in
the long run, the individual comes to misperceive that there exists no strategic conflict
with the opponents with respect to fairness as well as efficiency, 1.e., formulate the
subjective game which has the wunique efficient action vector, and succeeds to
implement it as the strictly dominant action vector.

JEL Classification Numbers: C70, C90, D43, D8O0.



1. Introduction

This paper investigates the repeated situation of two-person symmetric games with
random matching, where an individual in a society does not know the objective payoff
function. In every period, this individual subjectively evaluates the payoff function, and
the subjective game is defined by the combination of the set of actions and this
subjective payoff function. In distinction with the subjective game, the true component
game will be called the objective game.

The individual is modeled as an adaptive learning rule which translates past
experiences into evaluations for the payoff function, evaluations for the opponent’s
decisions, and her decisions. In every period, the individual can not observe the
opponent’s choice of action directly, but can observe the realization of some random
signal which has information as to the opponent’s actual choice of action. The
individual i1s mainly motivated by the maximization of the subjective expected payoff in
a myopic way, and never experiments with the actions other than the subjective best
responses and the action chosen in the last period. We require that the learning rule
satisfies the assumptions introduced by the companion paper Matsushima (1998).

We will show that, in the long run, the individual may come to misperceive that
there exists no strategic conflict with the randomly matched opponents with respect to,
not only efficiency, but also fairness: We require that the objective game satisfies a
property of strategic coordination, which expresses the degree to which the opponent’s
choosing the same action as the individual is beneficial to the latter, and which is
satisfied by many popular games in the textbooks for game theory such as the
coordination game, the stag-hunt game, and the hawk-dove game, but is not satisfied by
the prisoner-dilemma game. With this property, the individual comes to formulate the
subjective games in the long run which has the unique efficient action vector, and the
individual and the opponent succeed to choose it as the strictly dominant action vector
in the subjective sense.

Most real economic situations are uncertain, complex, and not even well-structured.
A real economic agent spends most time to visualize and perceive the situation. As
Thomas Schelling (1960) has stressed, formulating the subjective game would be
regarded as the most important step for an actual agent in reaching a decision. Selten
(1978) has presented an informal model of the human reasoning process which takes
into account the cognitive steps such as perception, problem solving, investigation,
implementation, and learning, and has emphasized also that the step of perceiving the
situation and formulating the subjective model is the most important. Applied game



theorists in the 1970’s and 1980°s have never dealt with the question of how players
formulate the subjective game and have interpreted game theory in a naive way that the
objective game as a full description of a state of the physical world and a state of mind
is assumed to be common knowledge among players.' This naive interpretation of game
theory is sometimes criticized because players are required to be ideally rational in an
unrealistic way. Rubinstein (1991) presented the perceptive interpretation of game
theory as the alternative to this naive interpretation, in which a combination of a game
and a strategy profile is viewed as a common perception among players.

Despite its unquestionable importance, the investigation of the subjective game is at
this time verv immature.” It must be admitted that we have little knowledge about
several important questions such as how the class of possible subjective games is
restricted, in what way the subjective game is connected with the objective game, and
so on. This paper would be regarded as the first attempt to give clear answers to these
questions.

The organization of this paper is as follows. Section 2 gives the model and the basic
results. On the basis of the analysis of long-run single-person decision making problems
in Matsushima (1998), we derive the following resuits: (i) The subjective games in the
long run essentially differ from the objective game. (i1) These subjective games have the
strictly dominant action vector. (iii) This action vector is equivalent to the objective
maximin action vector among the set of pure action vectors, and is not necessarily a
Nash equilibrium in the objective game. (iv) A/l of the popular games in the textbooks
for game theory such as the zero-sum game, the prisoner-dilemma game, the
coordination game, the stag-hunt game, and the hawk-dove game are never viewed as
the subjective games.

Section 3 is the main part of this paper. We present approximately a necessary and
sufficient condition under which the individual comes to misperceive that there exists
no strategic conflict with the opponents with respect to efficiency. This is regarded as a
weak property of strategic coordination, which implies that the objective payoff for the
maximin action vector is larger than the average of the minimal payoff and the maximal
payoff for the maximin action. Moreover, we present approximately a necessary and
sufficient condition under which the individual comes to misperceive that there exists
no strategic conflict with respect to fairness as well as efficiency. This is regarded as a

! See Harsanyi (1967,1968). See also Matsushima (1997).
2 An exception is the work by Kalai and Lehrer (1995), which investigated the related problem
according to the Bayesian framework.



stronger property of strategic coordination, which implies that the payoff for the
maximin action vector is equal to the maximal payoff for the maximin action with
respect to the opponent’s choice of action.

Section 4 investigates four examples of the objective games, i.e., the hawk-dove
game, the stag-hunt game, the coordination game, and the prisoner-dilemma game. We
explain that the first three examples satisty the stronger property of strategic
coordination, but the last example does not satisfy even the weak property. Moreover,
we explain that if the objective game is a coordination game, the individual comes to
choose the action which is “pifteful” in the objective game. We also introduce
generalized coordination games as an important subset of objective games which
satisfy the stronger property of strategic coordination.

The results of this paper may be regarded as being negative by the orthodox game
theorists, because all of the popular games such as the zero-sum game, the prisoner-
dilemma game, the coordination game, the stag-hunt game, and the hawk-dove game
can not be viewed as the subjective games. One of the main reasons why we fails to
describe these games as the subjective games is that we may too much simplify the
learning rules. Some discussions as to the degree to which the leaming rules are
simplified have already been given in Matsushima (1998), and will been given in
Section 2 of this paper also. We may be requested to give more intensive discussions
from different view-points, but we must admit that it is beyond the purpose of this paper.
We would like to emphasize that this paper should be regarded as the benchmark for the
possible progress toward a theory of subjective games in the future.



2. Subjective Games

We consider an individual in a society who is randomly matched with an opponent
and plays a two-person symmeiric noncooperative game (A,u) infinitely many times,
where A is the finite set of actions and u 4> — R is the objective payoff function.
Each of the individual and the randomly matched opponent chooses among 4. When
the individual chooses action 2 and the opponent chooses action a’, the individual
obtains payoff #(a,a") and the opponent obtains payoff #(a’,a). The individual knows
that the game is symmetric and 4 is the set of actions, but she does not know the
objective payoff function #. We define

v{a)=min V(a),
and

v(a) = max Via),
where v(a) is the minimal payoff for action a and v(a) is the maximal payoff for
action a.

In every period ¢, the individual chooses action a(f) € 4, the matched opponent
chooses action #(f) € 4, and the individual obtains payoff v(¢) € R. The individual can
not directly observe the opponent’s choice of action &(¢), but she instead can observe
the realization of a random signal (t) € @ at the end of period ¢, where @ is the
finite set of possible signals.

Let #° be the null history and H°={h"}. For every 121, let
h' = (a(t),b(1), (1), §(t)).., be a history up to period t, where v(r)=11(a(t),b(r))
for all z=1,..,¢—1. Let H' be the set of all histories A’ up to period ¢ and
H= lj H'.

t=0
For every r>1, every 7' e H'" and every b e A, the probability that the
opponent chooses action 4 is given by p’(b). For every (a,b) e 4> and every
¢ € @, the probability that the individual observes signal ¢ when A’ was realized, the

individual chose action «, and the opponent chose action 5, is given by q"’H)( da,b).
The individual does not know these probability functions p and ¢".

The individual is modeled by a learning rule (d,I'). Here A{A) is the set of mixed
actions and d:H — A(A) is a decision rule. For every t>1, every A" e H"' and
every a € A, the individual chooses a with probability d(A"")a). It might be
appropriate to assume that d(#'") is independent of (b(1))}, because the individual

=]
can not observe the opponent’s choice of action.
['=(I'"),., is an evaluation rule, where T = ((v\*?), 4,6'”) is an evaluation



rule for action a, v'**: H — R is a payoff evaluation rule for (a,$), 5“: H — A(®)
is called a probability evaluation rule for action a,and A(P) is the set of probability
functions on @ The individual anticipates that she obtains payoff v(**(4") in period
t, when A" was realized, she chooses action a(f)=a, and she observes signal
#(t)=¢. The individual also anticipates that she observes signal #¢r)=¢ with
probability &“(A"")(¢) in period ¢, when A‘" was realized and she chooses action
a(t)=a.Forevery aeAd,every t>1,andevery h'™" € H'", the subjective expected
payoff'is defined by
VO = 3 SO WGP ).
(1504

For every t'>1 and every ¢t>1¢', a history A" € H' up to period ¢ is said to be
reachable from a history h" € H" upto period ¢’ if forevery re{t' +1,...,¢},
d(h" Ya(r))>0.
The model presented above is a special case of long-run single-person decision
making problems introduced by the companion paper Matsushima (1998). Similarly to
Matsushima (1998), we will require the following seven assumptions.

Assumption 1: Forevery 7>1 andevery A" e H,
d(h"™ Ya(t-1))> 0,
(VORI 2V (R forall a' e A}=>[d(h"" Ya)>0],
and
[a#a(t-1)and V@R <V (W) for some a' € 4]
={d(h" Ya)=0].

Assumption 2: Forevery t21,every h' e H',andevery (a,¢) e Ax @,
v(h') = min [v(t), VoD (pt )] whenever a(t)=a.

Assumption 3: Forevery t21,every h' e H',andevery (a,4) e Ax @,
[(Cl(f), ¢(f)) #= ((1, ¢)]:> [ v(a,¢)(ht ) - v(a,q&)(h;&l ) ]

Assumption 4: For every x>0, there exists a positive integer s  such that for every
(a,v,9) e AxV x® every t>s andevery A e H" if
(a(7),"(7),¢(t))=(a,v,p) forall r7=r-s,. -1,
then
VOB )= Vi< p,

and



SN WP >1~p forall a’ 4.

Assumption 5: There exisis a positive real number ¢ >0 such that for every 721,
every i e H'™' andevery (a,b,¢) e 4> x D,

P> e,

g""(pla.b)> ¢,

[d(h " Ya)> 0] [d(h " Na)> ] forall aed,
and

(VP R'Y-v(a)> ¢ forall aza’.

Assumptions 1 through 4 are the same as Assumptions 1 through 4 presented in
Matsushima (1998) respectively. Assumption 5 is the same as Assumption 6 presented
in Matsushima (1998).

Let d € A be the unique maximin action among pure actions in the sense that

v(@)>v(a) forall a#a.
As Matsushima (1998) has explained, the uniqueness of maximin action is guaranteed
by Assumptions 2 and the fourth inequalities of Assumption 5.

Assumption 6: There exists ¢ € ® such that
v (h°) > v(a) forall a#a.

The inequalities in Assumption 6 are the same as inequalities (3) presented in
Matsushima (1998).

Among Assumptions 1 through 6, Assumptions 1 and 3 will play the crucial roles in
deriving the results of this paper. Assumption 1 implies that the individual is mainly
motivated by the maximization of the subjective expected payoff in a myopic way, and
never experiments with the actions other than the subjective best responses and the
action chosen in the last period. Assumption 3 implies that the payoff evaluation for a
combination of an action and a signal is influenced only by the experiences which the
individual obtains when actually choosing this action and observing this signal.

The more detailed discussion about the implications of Assumptions 1 through 6
have been discussed in Matsushima (1998). We will omit them in this paper. I would
recommend readers to read Section 3 of Matsushima (1998).

The following assumption is newly required in the paper.

Assumption 7: &= 4.



On the basis of Assumption 7, we assume that in every period ¢, the individual is
convinced that the opponent has actually chosen action b whenever she observes
signal ¢(t)=b. It is needless to say that the observed signal #(¢)= b may be different
from the action b(¢) actually chosen by the opponent.

Throughout this paper, let the real number ¢ > 0 in Assumption 5 be chosen close
to zero. It might be the case that the individual can, not perfectly, but almost perfectly,
monitor the actions which the opponents have chosen, i.e., the probability of observing
signal b when the opponent has actually chosen action &, p"""l)(bl b), is close to unity.
In the next section, we will explicitly require this kind of the almost perfection of
monitoring ability.

We will define the subjective game (A,#" ") in period ¢ associated with history
At e H™ by

A2 SR,
and
27 (a, by = v (R forall (a,b) e 42,
In distinction with the subjective games, we will call (4, u) the objective game.

The basic proposition of this paper is presented as follows.

Proposition 1: For every & €(0,1], there exists a positive integer s such that for every
t 2 s, the following property holds with at least probability 1-¢&:

dih'Ya)=1,

") (4,b) > v(a)- & > 4" (a,b) forall bed andall a+a,

and for every t'>1 and every h' e H' that is reachable from h',
d(h' Ya) =1,

i"(a,b) 2 (@) - &,
and
z}””l)(a,b) =" (a,b) forall bed andall a+a.

Proof: Assumption 5 in Matsushima (1998) is automatically satisfied, because the
objective payoff function u is independent of time and history. Hence, Theorems 1 and
5 in Matsushima (1998) and the definition of (4, 7" ) prove this proposition.

Q.E.D.

Proposition 1 says that:



1) The individual comes to choose only the objective maximin action 4@ in the
long run, irrespective of what she anticipates the opponents’ choices are.’

2) The individual subjectively regards the objective maximin action & as being
strictly dominant, 1.€.,

%G, by > 7" (a,b) forall bed andall a=a.

3) All popular games in the text books for game theory such as the zero-sum
game, the prisoner-dilemma game, the stag-hunt game, the hawk-dove game
and the coordination game do not satisfy the properties in Proposition 1, and
therefore, can nof be perceived as subjective games in the long run.

The companion paper Matsushima (1998) has given several discussions about how
restrictive Assumptions 1 through 6 are. Assumption 7 says that the individual can
monitor only the opponent’s choices of action. In a real environment, however, the
individual may monitor the opponent’s payoffs also. Suppose, instead of Assumption 7,
that @ = A=V, and the individual is convinced that the opponent has actually chosen
action a and obtained payoff v whenever she observes signal §(t)=(a,v). Then, the
individual may regard v as being relevant to the payoff evaluation for the case that the
individual chooses action a and the opponent chooses action a' conversely, and she
may be willing to modify this payoff evaluation even though she has never chosen
action «. Needless to say, this contradicts Assumption 3 and violates the properties of
Proposition 1.

* Sarin and Vahid (1997) also explained the similar property.
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3. Subjective Efficiency

In this section, we consider the society in which, not only the individual who is the
object of the study in this paper, but also many other individuals behave according to
their respective learning rules which satisfy Assumptions 1 through 7. We assume that:

(1) The individual can almost perfectly monitor which actions the opponents has
chosen.
(it) After continuing to choose the objective maximin action 4 sufficiently many

times, its subjective payoff vector (4" (4,a)),., can be approximated by the
objective payoff vector (#(d,a)),., with high probability.

We shall confine our attention to histories 4" such that the properties of
Proposition 1 hold and the subjective payoff vector when the decision maker chooses
the objective maximin action @, (2 (d,a)),.,. is approximated by the objective
payoff vector ((d,a)),,, that is,

18, a)-u(d,a)< @ forall aed, (1
where ¢ > 0 is close to unity. Such histories are realized with high probability in the

long run, because the randomly matched opponents as well as the individual, according
to learning rules satisfying Assumptions 1 through 7, typically choose action & in the
long run.*
We define

V = The convex hull of {v € R*| v = w(a,b) for some (a,b) € A*}.
An action vector (a,b) e A° is said to be subjectively efficient in (A, ﬁ”’“)), if there
existsno v eV suchthat v (2% (a,b),a* (b,a)) and

vy 2 (8% (a,b), 48" (b, a)).
The main purpose of this paper is to clarify whether the individual perceives the

strategic conflict with the opponents to be substantial or not, that is, to clarify whether
the individual regards (a,a) as the unique subjectively efficient action or not.

Lemma 2: Suppose that subjective game (A, 1;7(""1’) satisfies the properties in
Proposition 1. Then, for every a=a and every be A, (a,b) is not subjectively
efficient in (A, A ).

* In order to be consistent with the requirement that the learning rules satisfy Assumption 1, we
may assume that a non-negligibie number of individuals in the society do not allow learning

rules satisfying Assumptions 1 through 6, and therefore, choose actions other than action 4.

11



Proof: The second inequalities of Proposition 1 imply
2" (4,8)> 4" (a,b) forall bed andall a#a,

which imply that (a,b) is not subjectively efficient in (4,7%" ).
Q.E.D.

Lemma 2, together with Proposition 1, implies that the objective maximin action
vector (4,d) is subjectively efficient among the set of pure action vectors.

Proposition 3: The maximin action vector (4,4) is subjectively efficient in (4, 7% ),

if

21(4,4) -3¢ > v(@)+ v(d)— €. (2)
Moreover, (a,Q) is not subjectively efficient in (4, ﬁ“‘”)), if the following inequalities
and equalities hold:

2u(a,4) < v(a)+ v(a) - 2¢ -3, (3)

d(h’¥a)=1,
v (R®Y=wa)-2e forall a+é andall be A,

and
VIR > wWG)—2¢ forall aed.

Proof: First, we prove the former part of this proposition below. The second
inequalities of Proposition 1 imply

i (a,d) < v(@)- s,
Inequalities (1) imply

2N, ay < Wd,a)+ @ < W) + @,
and

20%(a,a) > 2ua,a) - 20.
Hence, these inequalities and inequality (2) says

247(4,a) > 2u(d,4) - 29 > V(@) + W(@) - £+ @

2 4% Na,a)+ 1" (a,a8).
From Lemma 2, we have proven that (d,4) is subjectively efficientin (4, ﬁ(’""’)) :

Second, we prove the latter part of this proposition below. The inequalities and

equalities in this proposition imply that the individual chooses only action & from the
initial period. Assumption 3 says that

©" Na,b)=v(4)~2¢ forall a4 andall bed.

12



Let b € 4 be the action such that 1(a,)= v(4). Inequalities (1) and (3) imply
20" (a,a) < 21a,a) + 29
< (@) +wa)-2e~3p+2p
< (@ (a,B)+ gy + (0" (a,b) + 28} - 26 -39 + 20
= 2%@,5)+ i (@.B).
Hence, (4,4d) is not subjectively efficient in (4, ﬁ(,,,-z)).

Q.E.D.

Since the real numbers ¢ and ¢ are sufficiently close to zero, inequality (2) is

approximately the same as the following inequality:

ula,a)> _—‘,i_(fi’_)jm@ 4)
Inequality (4) says that the objective payoff for the maximin action vector is larger than
the average of the minimal payoff and the maximal payoff for the maximin action.
Inequality (4) is regarded as a weak property of strategic coordination, because the
opponent’s choosing the same action as the individual guarantees the latter at least the
average of the minimal and maximal payoffs.

Inequality (3) is approximated by the requirement that inequality (4) does not hold.
Hence, Proposition 3 says that inequality (4) is approximately a necessary and sufficient
condition under which the individual subjectively believes that the individual and the
opponent succeeded to implement an efficient allocation in the noncooperative way,
and therefore, misperceives that there is no strategic conflict with respect to efficiency.

Many examples of games popular in the textbooks for game theory such as the
hawk-dove game, the stag-hunt game, and the coordination game satisfy inequality (4),
and therefore, the individual never perceives any strategic conflict with the randomly
matched opponents with respect to efficiency, whenever the underlying objective game
1s some of these games.

An exception is the prisoner-dilemma game, which does not satisfy inequality (4),
and therefore, the individual may perceive that she has a substantial strategic conflict
with the opponent with respect to efficiency, provided that the objective game is the
prisoner-dilemma game. In the next section, we will investigate these examples in
detail.

We will present the main theorem of this paper as follows.

Theorem 4: The maximin action vector (4,4) is the unique action which is subjectively
efficient in (4,5, if inequality (2) holds and

13



u(a,a)=wa). (5)
Moreover, (&,4) is not the unigue subjectively efficient action in (4,4 7)Y, if

u(8,4) < Wa)-g. (6)

Proef: First, we prove the former part of this theorem as follows. Inequalities (1) and
(5) imply that for every a# 4,
2"(4,4) > Wa) - @ > ld,a)+ o > 1" (4, a).
The second inequalities in Proposition limply
2" (4,42 v@)-e> 4% (a,a).
These inequalities and Lemma 2 imply that (4,4) is the unique subjectively efficient
actionin (4,2% ).
Next, we prove the latter part of this theorem as follows. Let 4 e 4 be the action
such that 2(d,5) = v(@). Inequality (6), together with inequalities (1), implies
2 Na,8) < (a,a)+ o < Wa)- @ < 1 (4,B),
which means that (4,4) is not the unique subjectively efficient action in (A4, {,‘”"5) :

Q.E.D.

Inequality (5) implies that the payoff for the maximin action vector is equal to the
maximal payoff for the maximin action. Inequality (5) is regarded as stronger property
of strategic coordination than inequality (4), because the opponent’s choosing the same
action as the individual maximizes the latter individual’s objective payoff. Since the real
number ¢ is sufficiently close to zero, inequality (5) implies inequality (2), and
inequality (6) is approximated by the requirement that inequality (5) does not hold.
Hence, Theorem 4 implies that inequality (5) is approximately a necessary and
sufficient condition under which the individual subjectively believes that the opponent
and she succeeded to implement the unique subjectively efficient allocation in the
noncooperative way, and therefore, she misperceives that there is no strategic conflict
with respect to, not only efficiency, but also fairness.

Many popular games such as the hawk-dove game, the stag-hunt game, and the
coordination game satisty, not only inequality (4), but also inequality (5), and therefore,
the individual never perceives any strategic conflict with respect to fairness as well as
efficiency, whenever the objective game is some of these games.

14



4. Examples

In this section, we investigate four examples of objective games. The first three
examples, i.e., the hawk-dove game, the stag-hunt game, and the coordination game,
satisfy inequality (5). In any of these three examples, the individual subjectively
believes that she succeeds to implement the unique efficient allocation very frequently.
On the other hand, the fourth example, i.e., the prisoner-dilemma game, does not satisfy
(4). Hence, the individual may perceive that she fails to implement any efficient
allocation, provided that the objective game is the prisoner-dilemma game.

4.1. Hawk-Dove Game

In the hawk-dove game as the objective game presented in Figure 1.1, the mixed
action assigning “dove” probability % and “hawk” probability % is the unique

evolutionary stable strategy (See Maynard Smith (1982)). The subjective game in the
long run is approximated by Figure 1.2. Players come to choose only “dove”, which is
the maximin action in the objective game. The action profile (dove, dove) is strictly
dominant and uniquely efficient in this subjective game, but is neither Nash equilibrium
nor efficient in the objective game.

[Figure 1.1]

[Figure 1.2]
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4.2, Stag-Hunt Game

In the stag-hunt game in Figure 2.1, (stag, stag) is the payoff-dominant Nash
equilibrium.” If x < y , (stag, stag) is risk-dominant in the sense of Harsanyi and

Selten (1988)° If x > % , (hare, hare) is the risk-dominant equilibrium. The subjective

game 1s approximated by Figure 2.2, where (hare, hare) is strictly dominant and
uniquely efficient.

[Figure 2.1]
[Figure 2.2}

4.3. Coordination Game

In the coordination game presented in Figure 3.1, there are multiple Nash equilibria,
ie., (¢,c), (d,d}, and the mixed action profile which assigns ¢ probability L%gﬁi
=7

-2
and d probability %_;/Z Clearly, (c,c) is the payoff-dominant equilibrium. If

p-y>1, (d,d) is the risk-dominant equilibrium. If S-y <1, (¢,c) is the risk-
dominant equilibrivm.

If B> y,the associated subjective game is approximated by Figure 3.2 in which the
payoff-dominated equilibrium (d,d) in the objective game is strictly dominant and
uniquely efficient. On the other hand, if S <y, the associated subjective game is
approximated by Figure 3.3 in which the payoff-dominant equilibrium (c,c) in the

5 A Nash equilibrium {a,) e X A in G=(N,(4,u)) is payoff-dominant if for every Nash
equilibrium (a)) e X A andevery ieN, u((a,)2u(a,)-
® A Nash equilibrium (g,a) in a 2 x2 symmetric game such that 4 = A, ={a,b} is risk-

dominant if w (b, b)—u(a,b)<u(a,a)-u(b,a).

16



objective game is strictly dominant and uniquely efficient. If 0 < -~y <1, the strictly
dominant equilibrium in the subjective game is not equal to the risk-dominant
equilibrium in the objective game. In the coordination game, the “pitefid “action in the
sense that a player's choosing this action makes the opponent’s payoff worse than her
own payoft will survive.

[Figure 3.1]

[Figure 3.2}

[Figure 3.3}

We will generalize the class of coordination games in the following way. An
objective game (A4, u) is said to be a generalized coordination game, if for every a € 4
and every a' #a,

wa,ay>ua,a’).

This inequalities imply that, given that the individual chooses any action, the opponent’s
choosing the same action as the individual maximizes the individual’s objective payoff.
Clearly, the coordination game in Figure 3.1 is a generalized coordination game.” We
must note that any generalized coordination game satisfies inequality (5), and therefore,
the individual comes to misperceive that there exists no strategic conflict with the
opponents with respect to fairness as well as efficiency, provided that the underlying
objective game is a generalized coordination game.

7 We must note that a generalized coordination game is not necessarily a coordination game in
the ordinary sense, because players’ choosing the same action may not necessarily be a Nash

equilibrium.

17



4.4, Prisoner-Dilemma Game

In the prisoner-dilemma game in Figure 4.1, (defection, defection) is the strictly

dominant action vector. The subjective game is approximated by Figure 4.2 where
(defection, defection) is the strictly dominant equilibrium also. If L, > -2, then the

average of w(collusion, defection) and wu(defection, collusion), i.e., _2_1'2_‘_’4_2_ is more

than zero, and therefore, (defection, defection) is not subjectively efficient.

[Figure 4.1]

[Figure 4.2]
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dove hawk

dove 1, 1 0, 3

hawk 3, 0 -1, -1

Figure 1.1: Hawk-Dove Game
as the Objective Game

dove hawk

dove

hawk L, 0 Ly, I

Figure 1.2: The Subjective Game
(L, <0and L, <0)
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stag hare

stag 3, 3 0, x

hare x 0 X, X

Figure 2.1: Stag-Hunt Game
as the Objective Game

(0<x<3)

stag hare
stag Ll > L] L2 > X
hare x L X

Figure 2.2: The Subjective Game
(Ly<xand L, <x)
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Figure 3.1: Coordination Game
as the Objective Game

(B<Ly<]
c d
Ll» Ll L2’ ﬂ
gL, , 1

Figure 3.2: The Subjective Game
(r<p<L L <Pand L, < f)
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Figure 3.3: The Subjective Game
(B<y<LL<yand L,<y)
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collusion defection

collusion 1, 1 -3, 2

defection 2, -3 0, O

Figure 4.1: Prisoner-Dilemma Game
as the Objective Game

collusion defection

collusion L , , 2

defection 2, L, 0, O

Figure 4.1: The Subjective Game
(L, <0and L, <0)
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