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Abstract

In this note, we give an example to show that the prediction process may lost Markov
property if the future of the process which generates the known past is not included in the

future to be predicted.
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1. Introduction

Let X = (X{)ter, be a measurable process with a Lusin state space E. The prediction pro-
cess ZX =(Z)er . of X is a measure-valued process defined by a suitable regularization
of P( X¢ye € o | F;), where F; is a natural pseudo-path filtration of X (for the precise def-
inition, see Knight (1992)). The prediction process originally developed in Knight (1975)
was, as we defined above, only relative to the pseudo-path filtration generated by the given
process X. However, it is possible to construct the prediction process relative to a more
or less arbitrary filtration. This is explained in Knight (1992): see also Knight (1981)
and Yor (1977). We have only to introduce an auxiliary process, so that the given and
auxiliary processes generate a prescribed filtration. Then define the prediction process
ZtX’Y of the bivariate process (X4, Y;) and restrict Z;’Y’Y(A) to A that depends only on the
first coordinate. Now recall that the prediction process is a homogeneous strong Markov
process (see Knight (1975)). In Appendix to Chapter 6 of Knight (1992), it is noted that
we have to retain all sets A in the combined o-field in order to have the Markov properties

XY L
of Z;>" . In other words, the prediction process may not be a Markov process for a general

filtration F;. In this note, we illustrate this situation by giving an explicit example.

2. Example

Let Q = {(wy, w2, w3, wy,ws)iw; = lor2 1=1,234,5} = {1,2}° and define

{2, 9}, 0<t<1;
(DAL )5 A2 L ), 1<t <2
N a(D AL )AL 2 )5 2,1 ) 1 (202,019, 258 <3
o o(D,{(1, 1,1, )1 {(1, 1.2, )b {(2,2,2,,)}1,Q), 3<t< 4
o(D,{(1,1,1.1, )}, {(1,1,1.2, )}, ... {(2.2,2,2, )}, Q), 4<t <3

all subsets of (2, | 5<t,
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where, for example, {(1,-,-,-,-)} = {(w1,w2,ws,wq,ws):wy = 1} and so on. Namely, F 1s
the set of all A C § such that whether w € A depends only on w; for 1 <t. Define

2w21{t23} +w41{t_>_5}, if Wi = 1;
AX't(LLJ) =
2(.&)31{123} +w51{t25}, if Wy = 2.

There are four possible paths as shown below:
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We call these paths 2. 22, 2%.and 2 as marked in the above. We give a uniform probability
on Q: P{{c}) = 1/32 for all w. X = (X,) is adapted to (F) and has cadlag paths. The
distribution of X on the space of real-valued cadlag functions D is given by P(X, € o) =

i(brl -+ (51‘2 -+ (5143 -+ (51‘4).

We define the “prediction™ process of the whole path by N(w. B) = P(X, € B
F)(w). B € B(D). where the right-hand side is a regular conditional distribution and
B(D) denotes the usual o-field generated by the coordinate projections. This coincides
with the Borel o-field with respect to Skorohod topology, and in general. we denote the

Borel o-field on a space S by B(S). Since (F;) is right continuous. there is no need to
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regularize (K;). Denoting by II the space of probability measures on D, (/) is a [I-valued

right continuous step process. In fact, it is easy to see that K, is given by the following:

for 0 <t < 2,

For 2 <t < 3,

For 3 <t < 4,

For 4 <t < 5,

m:i@_mﬂ+gﬂwm for all w.
1 ,
?)'(ézl +5x2)> w & {(1717'7'3')};
Ki= %wﬂ+5ﬂ% we{(1,2,)}:
1 N
Z(éapl -+ 5z2 -+ 513 —+ (514) w & {(2,-, S )}

(611 +6r2)7 w € {(1,1,,,)}U{(2,,1,,)},
I{t -

2(6$'3 + 514)7 w € {(1?27 ) )} U {(27 '727'>')}'

( 61013 w e {(1a 1731>)}7
5352, wE {(117~2?)}7
1 .

?2'(6261 + b:cz)’ w € {(27'3 17'»')};
S, w e {(1,2,1,)};

(5154, w & {(1,2,',2,')};

1 . : ;
_2—((3273 +((’9;4)7 w e {(272~7)}



For 5 <'t,

6,1, we{(1,1,,1,) u{(2,-1,, 1)}
bp2, wE {( 1y ‘)}U{(Q,317',2)};
ér“ w e {(:172’ 1 )} U {(“ 52,1 }

§p1, we{(1,2,,2,)}U{(2,,2,2)}.

Next, put G, = (K, s <t). Clearly (G;) is right continuous, and we have

{@,Q}, 0<t<2
J(Q {( ) 7 R )} {( 7 ) )} {(27 ) 7'7')}79\)3 2§t<3;
0-(@7 {(1 17'7"7 )}~ {(1727 R )}a{(27 '713" )}7 {(2~ '727'7')}79)» 3 S t < 4;

O‘(@,{(l,1,',1,')},{(1,1,-,2,~)},{(1,2,31,0},{(1,27-,2,~)},
{(277173)}7{(2~7277)}7Q)a 4<t< 55

0(@ {(1 L 7)} {(1717 7-“7')} {(1 2, 1, )} {< 2, 7-'3')}7
{21 D}, 242,52, D)1 A(2,,2,.2)}1,9), 5<t.

Now consider E( X; | ¥4 ), which is the expectation of the measure K4(w, ”51 o) on R. Here
m:D — R 1s the coordinate projection: @ — z(t) for € D. It is B(D) measurable since
B(D) = a(my, t > 0). Thus the mapping p +— m(y) from II into P(R) is B(II)/B(P(R))
measurable, where P(R) is the space of probability measures on R. Moreover, the mapping
v = [zv(dz) from P(R) into R is measurable. To be precise, the domain should be
restricted to those v’s which have a finite expectation: {r € P(R): [ |z|v(dz) < oo} €
B(P(R)). Consequently, E( Xy | F,) can be written as f(I) for some f € bB(II). We
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have

3, w € {(1,1~717)}3
457 weE {(1117,27)}‘
3~57 w € {(277177)}*
f(Ky) =
57 we {(1727713)}

6, we{(1,2,,2,9}

(5.5, we{(2,-.2.-,9)}.
Define ¢: 11 — R by g(p) = [f()}*. Then ¢ € bB(II) and

9, we{(1,1L,1,)k
16, we {(1,1,-,2,9)};
12.25, we {(2,,1,,)}
25, we {(1,2,-,1, )}

36, we {(1,2,-,2,4)};

L 30.25, we {(2,-,2,-,)}.
It follows that

12375, w & {(L 1, Tyt )} U {(21 "y 17 K )})

E(g(Ky) | Ky) = ,

30.375, we {(1,2,,,91u{(2,-.2,-,)}.
But on the other hand, we have
125, we{(1,1,,,}
30.5, we {(1,2,.-,)};

E(g(Ky)|Gs) =
1225, we {2,119}

30.25, we {2,-,2,-,)}.

This shows that (Ay) is not (G;)-Markov.



The point of this example is now clear: o(K3) does not have any information about
wy, while 0(K,) does. And we use it to make prediction at t = 4. Thus, given o(K3), Ky

and K, cannot be independent.

It may be proved analogously that the prediction process (Z;) of X is not Markov

with respect to its natural filtration.
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