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Abstract

This paper examines Bank of Japan methods for the estimation of output gap,

especially in the perspective of real time estimation problem.  After briefly reviewing

the evolution of output gap estimation at the Bank, I discuss advantages and

disadvantages of various output gap measures developed so far.  First, I examine the

usefulness of output gap for inflation forecasting and show that real-time output gap

sometimes includes too much noise to improve inflation forecasting.  Second, I

investigate the implication of real-time estimation problem on the Taylor rule and

evaluate the Bank’s policy during the asset bubble period of the late 1980s through the

early 1990s. Third, I exploit the TANKAN information to enhance the usefulness of

real-time output gap in inflation forecasting and policymaking.
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I. Introduction

The output gap is surrounded by a variety of uncertainties.  Uncertainty in the real-time estimate

of the output gap stems mainly from two sources: the revision of source data and the arrival of

new data.  The extent of uncertainty depends on an estimation method of the output gap.

Especially, I am interested in the six output gap measures that the Bank of Japan (BOJ) has

developed for the preparation of an economic outlook and the formation of monetary policy.  I

review the history of output gap estimation at the Bank of Japan and present the construction of

the six output gap measures briefly.  Then, the paper compares these measures and discusses

their advantages and disadvantages from the viewpoint of the vulnerability against the data-

revision and data-arrival.

This paper quantifies what serious effects output gap uncertainty had on inflation

forecasting as well as on monetary policymaking in Japan.  The standard tool for forecasting

future inflation rates is the Phillips curve, but the forecast is often far from satisfactory in a real

policymaking process due to its large error.  The paper estimates a generalized forecast function

and shows to what extent forecast uncertainty exists.  I show that the output gap is rather

disturbing in inflation rate forecasting.  There are some cases where it is better to get rid of the

output gap measure from a forecast function at all.

Regarding monetary policy, I compare the original Taylor rule with the actual movement

of the overnight call money rate.  The paper shows that the BOJ policy from the late 1980s to

the early 1990s was basically consistent with the Taylor rule prescription.  The paper also

investigates how the BOJ should have responded to the inflation rate and the output gap to get

better results with the benefit of hindsight.  The general result is that a better policy obtains by

controlling the call money rate faster and responding the inflation gap and output gap more

strongly.

This paper is also devoted to examining the usefulness of representative business cycle

indicators for the reduction of uncertainty in the output gap estimate.  Among various business

cycle indicators published in Japan, some indicators are free from data revision (e.g., the Short-

term Economic Survey of Enterprises in Japan: TANKAN).  The paper discusses how to use

additional information in order to avoid or ameliorate the uncertainty in output gap estimates.
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The remainder of this paper is constructed as follows.  In section II, I review the

history of the Bank’s development of output gap measures and give brief introductions to their

estimation methodologies.  In section III, I present six measures of output gap with four stages

of data revision, as defined in Orphanides and van Norden (2002), and show how seriously the

output gap measures are distorted by the real-time estimation problem.  In section IV, the

usefulness of output gap measures in inflation forecasting is evaluated.  In section V, the Bank

policy from the late 1980s to the early 1990s is evaluated from the Taylor rule point of view and

I discuss possible modifications to improve the rule as a policy reference.  In section VI, a

remedy on the real time measure of output gap by the TANKAN information is introduced and

the implication on inflation forecasting and policymaking is discussed.

II. History of Output Gap Measures at the Bank of Japan

Here, I review the evolution of output gap measures at the BOJ briefly.  The output gap is an

indispensable concept for evaluation of current states of business cycle and for formation of

stance of monetary policy.  To my knowledge, however, the BOJ has quite a short history with

regard to the development of output gap measures.  It is not until 1989 that the first measure of

output gap appeared explicitly in the BOJ publication.  In this section, I present a brief review of

six measures of output gap developed at the Bank.

(1) The Prototype Output Gap

In the year of 1988, the BOJ staff was concerned with the question of why a stable inflation rate

coexisted with an extremely high growth rate (figure 1).  A note of the Bank’s monthly bulletin

issued in May 1989 claimed that the stability of inflation was attributable to a sharp increase in

import.  To quantify this effect, the first measure of output gap was developed.  The measure is

called the prototype output gap below.

The prototype output gap is based on the production function approach and constructed as

follows.  Denote real GDP by y , labor input by l , and capital input by k  (all in logarithm).

Then, the macroeconomic production function is given by

kssay )1( −++= l , (3.1)
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where s  is the income share of labor.  a  is the Solow residual and is interpreted total factor

productivity.  It is correctly estimated, only if l  and k  are both correctly measured. Similarly,

given maximum labor input, *l , and capital input, *k , maximum output, *y , obtains as

*** )1( kssay −++= l . (3.2)

The output gap g  is a percentage deviation of actual output from maximum output or
*yyg −≡ .  Define *lll −≡g  and *kkgk −≡ .  Then the output gap is given by

kgssgg )1( −+= l . (3.3)

With the import effect mg  taken into consideration, the output gap is given by

mmkk
m gsgsgsg ++= ll , (3.4)

where ls , ks , and ms  are cost shares of labor, capital, and import goods, respectively and sum

to 1.  Figure 2.a shows the prototype output gap in the case of no import effect (the case with

import effect is not under discussion below).

Due to the limited availability of data, the production function approach is hard to be

pursued literally.  Especially in Japan, there is no direct data on capital utilization in the non-

manufacturing sector.  For this reason, the prototype output gap assumes away the capacity

utilization rate in the non-manufacturing sector in the calculation of actual capital input, k .

(2) The Conventional Output Gap

After the bursting of the asset bubble in the early 1990s, the Japanese growth rate fell down

substantially (figure 1).  In face with the slowdown of economic activity, the Bank staff’s next

question was how much a potential growth rate had fallen.  They were also faced with the

unsolved question of how to calculate the capacity utilization rate in the non-manufacturing

sector.  Watanabe (1997) was an attempt to answer these two questions.  I call his measure the

conventional output gap below.

The following trick is employed for the calculation of conventional output gap.  The

capital utilization rate is always assumed 100 percent in the non-manufacturing sector and the

distorted Solow residual a~  is obtained.  Now assume that the productivity grows at a constant
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rate.  Then, the true TFP a  is obtained by regressing the distorted Solow on a linear trend.1

ttTa ηψψ ++= 10
~ . (3.4)

The true TFP is given by the fitted value, T10 ˆˆ ψψ + , while the capacity utilization rate in the

non-manufacturing sector is by the regression residual, η̂ .  Given the maximum input of labor

and capital, equation (3.2) gives the maximum level of output, from which the potential growth

rate and the output gap are calculated as shown in figure 2.b.

This method was also employed by the Economic Survey of Japan (published by the

Economic Planning Agency, currently the Cabinet Office) and was used as a benchmark in

evaluating new output gap measures developed afterward at the Bank.  After a few years of

experiment, however, various problems occurred in the conventional output gap.  Particularly,

the substantial decline during the late 1990s cast doubts on the reliability of the conventional

output gap as a policy reference, since the decline was caused mainly by the fall in the

regression residual of equation (3.4).2

(3) The Standard Output Gap

The critique toward the conventional output gap created new movements for more reliable

measures of output gap.  Clearly, the problem in the prototype and conventional output gap

emerged from their treatment of capacity utilization in the non-manufacturing sector.  Kamada

and Masuda (2001) is an attempt to overcome this problem by estimating non-manufacturing

sector capital utilization in the help of various data source, including electricity consumption,

capital excessiveness, and so forth.  I call their measure the standard output gap below.

Figure 3.a shows the estimated capacity utilization rate in the non-manufacturing

sector.  I review its construction briefly and refer readers to Kamada and Masuda (2001) for

                                           
1 Originally, a kinked linear trend is assumed in the estimation of total factor productivity rather than

equation (3.4), that is, ttt TTa ηψψψ +++= 2
2

1
10

~ .  Nonetheless, equation (3.4) is assumed

throughout this paper, since it is difficult to assume at what quarter the Bank staff found the kinks

happen.

2 The conventional output gap declined due to the decrease in the regression residual of equation

(3.4).  If the growth of total factor productivity slowed, a portion of the decline in the conventional

output gap was attributed to structural change on the supply side of the economy.  But, a trend shift

was hard to be identified in real time.  Particularly, the abrupt changes during 1998 -1999 also made

the judgment of a trend shift very difficult.
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detail.  Figure 3.b depicts the electric power units for commercial use, EPU : the ratio of actual

electricity consumption to contracted amount.3  First, Kamada and Masuda regress it on a time

trend and the production capacity BSI in the non-manufacturing sector (the Business Outlook

Survey by Ministry of Finance, shown in figure 3.c).

tttt BSITEPU ζχχχ +++= 210 . (3.5)

Then, they obtain the capacity utilization rate by removing the trend and errors and normalizing

the result with the highest value equal to 1.

)ˆˆmax(

ˆˆ

20

20

t

t

BSI

BSI

χχ
χχ
+

+
(3.6)

Once the capacity utilization rate in the non-manufacturing sector is obtained, the

actual input of capital service, k , is estimated correctly and equation (3.3) produces correct

output gap.  The resulted output gap is shown in figure 2.c.  Furthermore, since the Solow

residual is no more distorted by business cycle and reflects true total factor productivity, a , the

maximum level of output is also calculated by equation (3.2) and the potential growth rate is

also obtained.

(4) The Time-Varying NAIRU

The standard output gap is the percentage deviation of actual output from the maximum or full-

employment level of output.  It has no connection with price movements per se.  To gain

implications for prices, the Bank staff estimates the NAIRU version of Phillips curve.4  Since

1999, the output gap measure has declined steadily.  Nonetheless, the inflation rate appeared

relatively stable in terms of the consumer price index (excluding fresh food) in a quarter-to-

quarter basis.  This suggests the possibility that the NAIRU has declined over time, rather than

staying at a specific level.5

By definition, the NAIRU, ng , should satisfy the following Philips curve.

                                           
3 In fact, the electricity industry uses this index as an indicator of the capacity utilization rate.

4 Originally, the NAIRU (the non-accelerating inflation rate of unemployment) is defined in terms of

an unemployment rate.  Here, I define the concept in terms of output gap.

5 Hirose and Kamada (2002) shows that the structural parameters in the Phillips curve become more

stable under the assumption of time-varying NAIRU than time-invariant NAIRU.
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tt
n
tt

e
tt xgg εγβππ +⋅+−+= )( , (3.7)

where π  is the inflation rate; eπ  is the expected rate of inflation.  For the latter, I use the

following specification.

4/)1(4/ 8
5

4
1 itiiti

e
t −=−= Σ−+Σ= παπαπ . (3.8)

The x  summarizes various supply shocks.  Specifically, I use the percentage deviation of an

import price change from a moving average over preceding four quarters.

I assume a random walk process for the NAIRU.  Namely,

t
n
t

n
t gg ν+= −1 . (3.9)

A state space model is constructed with ng  as a state variable, equation (3.7) as an observation

equation, and equation (3.9) as a transition equation.  Then, the Kalman filter is applicable for

the estimation of parameters, ng , α  and β .6

In figure 2.c, I present the TV-NAIRU output gap.  It is observable that the decline in the TV-

NAIRU output gap has been smaller than the decrease in the standard output gap (figure 2.b)

since the early 1990s.

(5) The NAILO

Since the production function approach depends on plenty of data, measurement errors tend to

accumulate in estimated output gap measures.  In contrast, the time series method often requires

                                           
6 Theoretically, there is no problem in estimating the variance of ε  in equation (3.7) and ν  in

equation (3.9) separately, but the estimation is very hard in practice.  Assuming that it moves at all,

the NAIRU moves only slowly.  This implies that the variance of ν  is expected to be quite small.

As pointed out by Stock and Watson (1998), when the variance of a state variable that moves very

slowly is estimated by the maximum likelihood method, it is hard to reject the null hypothesis of

“zero variance.” In fact, when estimating the variance of ε  and v  with a variety of sample period,

many cases are encountered where the variance of v , which determines the behavior of the NAIRU,

is found not significantly different from zero.  The approach of the current paper to deal with this

problem is to choose the ratio of the variance of ν  to the variance of ε  so as to attain a reasonable

smoothness in the movement of the NAIRU (currently the ratio is 1/5).  The median unbiased

estimator introduced by Stock and Watson (1998) is an alternative when the maximum likelihood

estimate of the variance is expected to be very close to zero.  Gordon uses this method to estimate

the variance of the NAIRU in the US.
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a small number of data.  Thus, measurement error problems are less severe than the production

approach are faced with.

The HP filter is one of the time series methods frequently used in the estimation of

output gap (figure 2.e).  An advantage of the HP filter output gap is that it is easy to calculate.

Define the potential output, hpy , so as to minimize the following formula.

2
1

1
2

2
1 )()( hp

t
hp
t

T
t

hp
tt

T
t yyyy ∆−∆Σ+−Σ +

−
== λ , (3.10)

where ∆  is a first difference operator.  The output gap is defined as a percentage deviation of

actual output from this potential output.  A disadvantage of the HP filter output gap is its lack of

theoretical backgrounds.  For this reason, the HP filter output gap has played few roles in

making an economic outlook and formulating monetary policy at the Bank.

Hirose and Kamada (2003) introduced the output gap measure in the basis of NAILO (Non-

Accelerating Inflation Level of Output), which combined the HP filter output gap with a

theoretical background of the Phillips curve.  Denote the NAILO by ny .  Then, by definition,

t
n
ttttt yy ξφπωωππ +−+−+= −− )()1( 21 . (3.11)

Rearranging this gives

φξφπωωππ //})1({ 21 t
n
ttttt yy −=−−−− −− . (3.12)

The left hand side is the inflation-rate-adjusted output.  ny  obtains by applying the HP filter on

it.  The problem is that parameters ω  and φ  are unknown as well as ny .  Hirose and Kamada

(2003) present a procedure to determine ω , φ  and ny , simultaneously.  Figure 2.f shows the

NAILO-based output gap.

III. Real-Time Estimation of Japanese Output Gap

The measure of output gap has become an important business-cycle indicator at the Bank, and

the Bank staff uses the most recent economic data to estimate it.  Policy makers, however,

should keep in mind two problems of real-time estimation: (i) Data necessary for the estimation
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of output gap are subject to revision over time;7 (ii) data accumulation alters the estimate of

potential output over time.  The latter is called the end-of-sample problem in particular.

The uncertainty created by data revision and accumulation may affect the behavior of

a central bank.  Thus, it is an important task to quantify the effects of uncertainty for a careful

implementation of monetary policy.  The four stages of output gap, defined by Orphanides and

van Norden (2002), are useful for this purpose.  The real-time output gap depends solely on

data available in real time.  The quasi-real-time output gap assumes that final data were known

up to a point of time in the past.  As for the quasi-final output gap, a structural model is

estimated from a full sample, while data are revised and accumulated, as in the case of the

quasi-real-time gap.  The final output gap assumes that the whole set of data series were known

up to now.

Below, I show the six measures of output gap introduced in the previous section in

various stages of revision and discuss the real-time estimation problem.  In doing so, all of the

output gap measures are measured from the NAIRU, whether it is time-invariant or time-

varying.  More concretely, a fixed NAIRU is estimated in the regression of equation (3.7) with
nn

t gg =  for each of the prototype, the standard, and the conventional output gap.

(1) Non-GDP Types of Output Gap

The group of non-GDP types includes the prototype output gap, the standard output gap and the

TV-NAIRU output gap.  The non-GDP types depend mainly on capital utilization and labor-

related statistics.  Revision is finished rather quickly for these statistics and there occurs no

difference between real-time data and final data.  Therefore, with regard to the non-GDP types,

it is a general property for the real-time output gap to coincide with the quasi-final output gap.

Since various trends are estimated for the GDP types, there occur differences between

quasi-final and quasi-real-time output gap.  Additionally, when output gap is measured from the

NAIRU, whether fixed or time-varying, the variability of Phillips curve parameters causes

quasi-final output gap to deviate from quasi-real output gap.

                                           
7 For instance, the Japanese GDP statistics are revised four times: the first preliminary quarterly

estimates (first QE), the second preliminary quarterly estimates (second QE), final estimates, the

annual revision, and the benchmark revision.  Furthermore, the Japanese System of National Account

experienced the transition from the 1968 system to the 93 system in 2000.
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In figure 4, the non-GDP types of output gap are depicted for every stage of revision.

The real-time out gap (thin lines) has a downward bias in comparison to the final output gap

(thick lines).  For the standard output gap, a large bias was observed during the period between

the late 1980s and the early 1990s.8  Nonetheless, as for the non-GDP types, the real-time

estimation problem appeared small.

(2) GDP Types of Output Gap

The group of non-GDP types includes the conventional output gap, the HP filter output gap, and

the NAILO output gap.  The GDP types of output gap are subject to a severe real-time

estimation problem, due to the extensive revision of GDP data.  As a result, real-time output gap

deviates from quasi-real time output gap substantially.

As for the HP filter output gap, no structural models are estimated; thus quasi-final

output gap coincides with quasi-real-time gap.  For the other GDP types, however, quasi-final

output gap deviates from quasi-real-time output gap.  For the conventional output gap, a linear

trend is estimated to extract the total factor productivity from the Solow residual distorted by

capacity utilization in the non-manufacturing sector.  For the NAILO output gap, the Phillips

curve has to be estimated.

In figure 5, the GDP types of output gap are depicted in every stage of revision.  It is

remarkable is that the real-time output gap is far more volatile than quasi-real-time output gap.

The large volatility of real-time output gap stems from the noise inherited from data used for the

estimation.  Especially, the first released GDP, from which the real-time output gap is

calculated, depends mainly on demand side data, which are notorious for their sampling

distortion.9  To the contrary, the final GDP, from which the final output gap is calculated,

depends on supply side data, which are less noisy and more reliable for their large sampling

coverage.

It is also remarkable that the final output gap diverts from the other stages of output

gap substantially.  Particularly, the real-time output gap swings largely at the turning points of

                                           
8 The reason is that there occurred large swings over time in a trend fitted on the electric power units,

which was estimated to obtain the capacity utilization rate in the non-manufacturing sector.

9 For instance, the private consumption component of GDP is based on the Monthly Report on the

Family Income and Expenditure Survey, which is disturbed by personal factors of surveyed families

that are far from representative for the whole economy.



11

business cycle.  This shows that the real-time estimation problem stems from a trend shift due to

data accumulation.  This is the end-of-sample problem, which is emphasized by Orphanides

(2003) as the most serious errors in the estimation of output gap.  Around the middle of sample,

a trend is easy to be identified, while it is quite uncertain at the end of sample.

The GDP figure is convenient in evaluating an economy’s economic activity

comprehensively, and thus economic policy will continue to be conducted by looking at the

behavior of GDP statistics.  However, the above argument shows that a trend of GDP is hard to

be identified and there is a risk that monetary policy is affected too much by a wrong estimate of

output gap.

IV. The Effects of Real-Time Output Gap Estimation on Inflation Forecasting

This section investigates how informative the output gap is in forecasting inflation rates in

future.  From the main perspective of this paper, it is also interesting to see how seriously the

real-time estimation problem affects the performance of inflation forecasting.

 (1) Real-Time Forecasting of Inflation Rates

As discussed in the previous section, the GDP types of output gap suffer seriously from the

problem of real-time output gap estimation, while the non-GDP types of output gap are

relatively free from the problem.  In the context of inflation forecasting, when the GDP types of

output gap are used, the performance of a forecast function estimated from the final output gap

is questionable.  What forecasters have in constructing a forecast function is not final output

gap, but real-time output gap.

It can also happen that a forecasting function, whose performance is excellent in terms

of in-sample fit, performs badly in terms of out-of-sample forecasting.  As pointed out by

Orphanides and van Norden (2003), a simple AR process frequently outperforms an output-gap-

based forecast function in terms of out-of-sample forecasting.

In this section, I use the six measures of output gap and evaluate quantitatively how

useful or damaging they are for inflation forecast.  As in Orphanides and van Norden  (2003),

the following general form of forecasting function is considered here.
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4201004 +−=−=+ +Σ+Σ+= titi
m
iiti

n
it g ηγπγγπ , (5.1)

where 4/)( 12344 +++++ +++≡ ttttt πππππ .  This function makes a one-year (four-quarter)

ahead inflation forecast in the help of output gap as well as current and past inflation rates.

With regard to lag lengths in the right hand side of equation (5.1), I assume 4 quarters

for n  and m  at most, taking into consideration the limitation of sample.  I also assume that

mn =  for convenience.  Since there is no current GDP and thereby current output gap available

until the next quarter, a forecasting function should be estimated under the restriction of

00,2 =γ .  Although the non-GDP types of output gap are free from this restriction, it is

imposed for the purpose of comparing forecasting performance between the GDP types and

non-GDP types of output gap.

With regard to forecasting, Koenig et al. (2003) (KDP hereafter) posted an interesting

proposition, showing theoretically that forecasting errors were smaller by focusing real-time

data instead of using extensively-revised final data.  Let T-vintage data be those available in

period T.  Denote the inflation rate and output gap in period t of T-vintage data by T
tπ  and T

tg ,

respectively.  I assume that the inflation rate is free from revision; thus I have t
T
t ππ = .  Then,

equation (5.1) is rewritten as

4201004 +−=−=+ +Σ+Σ+= t
T

iti
m
iiti

n
it g ηγπγγπ . (5.2)

In contrast, according to the KDP proposition, a forecaster can enhance forecast

performance by using t
tg  instead of T

tg .  That is, the following forecast function may improve

on equation (5.2).

4201004 +−=−=+ +Σ+Σ+= t
t

iti
m
iiti

n
it g ηγπγγπ . (5.3)

Data revision is considered to be a kind of noise, as far as it cannot be forecast in real time.

Therefore, by focusing on real-time output gap, forecast performance is enhanced in theory.

Empirically, however, the appropriateness of the KDP proposition is controversial.

For instance, Orphanides and van Norden (2003) cast doubts on the KDP proposition.  KDP’s

critical assumption is the efficiency of real-time data.  The assumption cannot be justified ex

ante and should be supported empirically.  Below, I consider the applicability of the KDP

proposition in the case of the CPI inflation forecast in Japan.
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(2) Forecasting Results

Table 1 shows root mean squared errors (RMSE) of inflation forecasting with each of the six

measures of output gap applied to a forecast function.  For comparison, I show the result in the

case of a simple AR model without relying on any output gap measures, which is shown at the

bottom of the table.  In the ordinary case, I use only the most recent estimates of output gap

(i.e., equation (5.2)), while I use all the older vintages in the KDP case (i.e., equation (5.3)).

The in-sample RMSE is calculated from regression residual in the estimation of forecasting

functions, while the out-of-sample RMSE is calculated from forecasting errors in the forecast of

one-year-ahead inflation rates through the estimated forecasting function.  The RMSE is

calculated for the period of 1995-2001 for each case.

An optimal lag length is chosen according to the Akaike information criteria (AIC).  I

begin with the lag of four quarters because of the limitation of small sample, though it is

desirable to start with a longer lag, say 12 quarters.  Fortunately, however, the optimal lag length

is 1 quarter, except for the out-of-sample RMSE for the KDP case of NAILO output gap.

Furthermore, there is no gain in terms of RMSE by increasing lag length.  These facts suggest

that the lag selection may not affect the arguments developed below.

Three points are noteworthy.  First, out-pf-sample forecasting performance is much

worse than in-sample fit performance appears.  Notice that the standard output gap, although

estimated in a very primitive way, shows an excellent out-of-sample forecasting performance as

well as a good in-sample fit.  As for the others, however, close fit of forecasting functions does

not necessarily imply good performance in inflation forecasting.

Second, for three of six output gap measures, a simple AR process outperforms

output-gap-based forecasting functions in inflation forecasting.  With the AR model with a first

lag as a benchmark, the forecasting functions with the TV-NAIRU, the conventional, and

NAILO output gap fail to reduce their out-of-sample forecasting RMSE (the performance of HP

filter gap is almost the same as the AR model).  In other words, forecasting performance can be

worse off by incorporating output gap measures into forecast functions.

Third, forecasting performance may improve by exploiting all the older vintage data

rather than by relying solely on the most recent vintage data.  Comparing with the ordinary case,

the KDP method reduces out-of-sample forecasting RMSE in the cases of the conventional

output gap as well as the HP filter output gap (almost intact for the NAILO output gap).



14

V. Effects of Real-Time Output Gap Estimation on Monetary Policymaking

In this section, I analyze how the real-time uncertainty in the estimation of output gap affects

monetary policymaking in Japan.  The evaluation of the monetary policy stance is based on the

Taylor rule, which was formulated in Taylor (1993) originally and used frequently thereafter.

(1) Original Taylor Rule

Taylor’s (1993) original specification is given by

tgttt gri αππαπ π +−++= )( ** , (6.1)

where i  is the short-term interest rate that is used as a policy instrument or the federal fund rate

(FF rate) in the US; *r  is an equilibrium real interest rate; *π  is a target rate of inflation of

monetary authority; πα  and gα  are parameters of policy responsiveness against the deviation

of actual inflation rates from the target and against the output gap, respectively.

Taylor (1993) showed that the monetary policy conducted by the Board of Governors

of the Federal Reserve System was approximated by equation (6.1).  First, the potential output

is defined as a linear trend fitted on real GDP during the period of 1984Q1-1992Q3; then the

output gap is obtained as the percentage deviation of actual output from the potential.  Policy

parameters are given by 2* =π , 5.0== gααπ , and  2* =r .

The original Taylor rule can deviate from actual interest rates mainly for four reasons:

(i) discretionary monetary policy; (ii) specification of the Taylor rule; (iii) choice of the output

gap; (iv) the problem of real-time output gap estimation.  It is interesting to think about the first

factor or why monetary authority takes discretionary action.  I do not pursue this question,

however, since it is beyond the scope of this paper.  I refer readers to excellent literature on this

topic, including Okina and Shiratsuka (2002) and Jinushi et al. (2000).

As for the second factor, the applicability of Taylor’s original parameters to the

Japanese policy instrument (overnight call rate) depends on the following factors: (i) To what

extent does the Japanese economy resembles the US economy; (ii) to what extent the two

countries’ policy goals look like; (iii) to what extent the two countries have learned their

optimal policy rule.  When investigating the Taylor’s original specification, I accept his original
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setting except for  0* =π .  I use the CPI to measure inflation rates rather than Taylor’s choice

of the GDP deflator.10

With regard to the third factor, policy prescription depends on which output gap is

used in the Taylor rule.  For instance, Taylor (1993) used the percentage deviation of real GDP

from its linear trend, while many economists use the HP filter output gap.  As far as various

output gap measures coexist and there is no consensus on which output gap should be

substituted in the Taylor rule, no one can reach a final answer about whether the Bank of Japan

followed the Taylor rule.

Finally, there is the problem of real-time output gap estimation.  Corresponding to the

four stages of output gap revision, I have four of Taylor rule prescriptions: a real-time rule, a

quasi-real-time rule, a quasi-final rule and a final rule.  Since a final rule uses all information

prevailed ex post, it is the best guide line and compared with actual call rate for purpose of

evaluating monetary policy.

  A difference between the final rule and the actual call rate is decomposed into two parts: a

discretionary policy part between a real time rule and an actual call rate and a real-time-problem

part between final and real-time rules.  The latter part is decomposed further into three parts,

depending on the four stages of output gap revision: a data revision part between real-time and

quasi-real-time rules, a model-parameter revision part between quasi-real-time and quasi-final

rules, a data accumulation part between quasi-final and final rules.

So far there have been no researches that distinguish between discretionary policy

factors and real-time-estimation factors to discuss the Japanese monetary policy.  However, the

problem of real-time output gap estimation causes actual policy to deviate from the Taylor rule

even when monetary authority follows it closely and should be extracted in evaluating an actual

policy.  In order to investigate policy stance, call money rate should be compared with a real

time rule rather than a final rule.

                                           
10 The inflation rate he used was the percent change of the GDP deflator over the preceding four

quarters, which he interpreted was a proxy of expected rate of inflation.  Alternatively, I also used

actual inflation rates observed one-year ahead, as in Clarida et al. (1998) as well as one-year-ahead

expectations survey, as in Ahearne et al. (2002).  I used the survey by the Japan Center for Economic

Research (JCER) for the latter case, since a longer time series is available in the JCER survey than

the consensus forecast.  I do not discuss these alternatives, since the parameters of the Phillips curve

could not estimated with the theoretically correct sign frequently.
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(2) Policy Evaluation through the Original Taylor Rule

Here I evaluate the BOJ policy from the late 1980s to the early 1990s from the Taylor rule point

of view.  There is plenty of literature criticizing the BOJ policy during this period (e.g.,

Bernanke and Gertler [1999], McCallum [2001], and Taylor [2001]).  The common critique is

that monetary tightening during 1987-1990 and easing during 1990-1995 were both too small

and too late.  To the contrary, there is literature that claims that the Bank of Japan followed the

Taylor rule on the whole” (e.g., Okina and Shiratsuka [2002]).

In figures 6 and 7, various Taylor rule prescriptions are depicted with overnight call

money rates (shadowed area), based on the six measure of output gap for each stage of revision.

Remarkably, the difference between the actual call rate and the final rule with the prototype

output gap was quite small from the late 1980s to the early 1990s.  Put differently, the BOJ

policy can be approximated by the Taylor rule with the prototype output gap, which was

supposed to be the output gap measure the Bank used during this period.

There are several minor dispersions between the final rule and the actual call money

rate even with the prototype output gap.  For instance, as Okina and Shiratsuka (2002) discuss,

the monetary easing might be too late during the period of 1992-1995.  As Jinushi et al. (2000)

point out, the introduction of the zero interest rate policy in February 1999 might be delayed.

But these dispersions were not significant from the quantitative point of view.

Noteworthy is that the deviation of the actual call money rate from the final rule was

not due to the problem of real-time output gap estimation.  Notice that no substantial difference

is observed between the final and real-time rules with the prototype output gap.  This suggests

that it is not the real-time estimation problem that kept the BOJ policy away from the Taylor

rule prescription.  The discretionary factor (a difference between the real-time and final rules)

explains why the BOJ policy deviated from the Taylor rule during this period.

The policy prescriptions based on the other output gap measures are nothing but imaginary

experiments.  Yet, close examination is valuable for the following reasons.  Obviously, it is

desirable to know the properties of the Taylor rule when various measures of output gap are

applied.  Furthermore, the Bank has not relied on the prototype output gap any more, because

the measure is an insufficient business cycle indicator (it does not take into consideration the

capacity utilization rate in the non-manufacturing sector).
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Remark that the actual call money rate did not deviate from the final rule, whatever output

gap measures are used for the Taylor rule.  Particularly in the case of TV-NAIRU output gap,

the Taylor rule was very close to the actual call money rate during 1988-1995.  It is also

remarkable that the Taylor rules with the GDP types of output gap (classical, HP filter and

NAILO) are seriously affected by the real-time estimation problem, while the Taylor rule with

the non-GDP types (prototype, standard and TV-NAIRU) are relatively free from the problem.

With the GDP type measures in the rule, the volatility of the real-time rule is so large that the

Bank staff might hesitate to adopt the Taylor rule as a policy reference, especially when the

Bank prefers controlling its instrument smoothly.

(3) Policy Evaluation through Estimated Taylor Rules

The consistency with the Taylor rule does not justify the BOJ policy by itself.  Rather, the “lost

decade” since the early 1990s suggests that the original Taylor rule should be modified or brand

new guide line should be formulated instead.11  Here I consider the question of what policy rule

is optimal.  There are two approached to follow.  The first approach is to build up a macro

econometric model that describes real economy and to find an optimal policy rule in terms of

monetary authority’s loss function.  The second approach is to estimate a policy rule during the

period when monetary policy functioned well.12  For instance, Jinushi et al. (2000) defines a rule

observed during the period of 1975-1985 as a “good rule.” They use it as a benchmark when

evaluating the BOJ policy during the creation and bursting of the asset bubble.

The two approaches, however, agree in saying that the monetary tightening during the

late 1980 and the easing during the early 1990s were both too small and too late.  It is beyond

the scope of this paper to show whether this argument is true.  Instead, this paper proceeds in the

following way.  First, I estimate the BOJ policy stance by fitting the Taylor rule into the sample

data during the period of 1988-1995.  Next, I consider how to modify the estimated policy

stance to obtain a Taylor rule according to which the monetary tightening in the late 1980s and

easing in the early 1990s were stronger and earlier than what they were.

                                           
11 Furthermore, there is a question of whether prices of asset (e.g., stock or land) should be targeted

in addition to prices of goods and services and output gap.  For this issue, see Okina et al. (2001) ,

Okina and Shiratsuka (2002), and Bernanke and Gertler (1999).

12 See Taylor (1999) and Orphanides (2003) for the historical approach to the US monetary policy

rule.
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I use the following extension of equation (6.1), which incorporates smooth control of the

policy instrument.13

ett
ttt iii arg

1 )1( θθ −+= − , (6.2)

tg
e
tt

ett
t gri αππαπ π +−++= )( **arg . (6.3)

That is, actual call money rates are considered to adjust toward the estimated target rate ( etti arg )

at the speed of )1( θ− .

First, I think what modification is necessary for the Taylor rule to command

appropriate timing of interest rate change.  In figures 8 and 9, the thick lines are fitted values of

equation (6.2), while the thin lines depict the target call rates, i.e., equation (6.3).  The faster the

adjustment speed, the closer the Taylor rule approaches to the target rate.  With full adjustment

speed ( 0=θ ), the target rate ( etti arg ) coincides with the Taylor rule prescription ( i ).  In this

limiting case, the Taylor rules are above actual call money rates during the period of 1987-1990

and are below actual rates during the period of 1991-1995, whatever output gap measures are

used in the Taylor rule.  This means that appropriate timing of policy change is obtained by

making the adjustment speed faster.

Next, I consider how much a call money rate should be raised.  A sufficient condition

for stabilizing policy is that a coefficient on the inflation rate in equation (6.3) is greater than

one (the Taylor principle).  Table 2 shows that the policy reaction was evaluated to be

destabilizing with some measures of output gap.  In particular, when the standard output gap is

used, the estimated Taylor rule is stabilizing ex ante (i.e., with real-time output gap), but is

destabilizing ex post (i.e., with final output gap).

Finally, I consider the effects of aggressive policy reaction on the target interest rate.

In figures 8 and 9, the target call money rate is depicted (dotted lines) when I raise the

parameter value on the inflation rate by + 0.5 percent (anti-inflation policy).  Qualitatively, the

target rate rises up further during the period of 1987-1990 and falls down further during the

period of 1991-1995.14 The quantities are not so large, however.  For comparison, I raise the
                                           
13 Equations (6.2) and (6.3) are close to the one introduced by Clarida et al. (1998).  A difference is

that they use inflation rates observed actually in future, while I use the past inflation rate as a proxy

of expected rate of inflation.

14 A constant term is adjusted to cross out the effects of raising parameter values on the inflation

rate.
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parameter values on the output gap by + 0.5 percent (chain lines).  Then, a similar reaction is

obtained in the target rate, but with larger effects quantitatively.

Caveats are in order here.  First, even if monetary authority controls its policy

instrument faster, it cannot control the speed of transmission from call money rates to longer-

maturity financial assets, since it depends on the speed at which market participants adjust their

expectations.  Furthermore, there is natural speed limit for real economy to adjust the movement

of call money rates, which produces economic costs in terms of resource allocation.

VI. Remedies on Real-time Output Gap

In this section, I consider the possibility to remedy real time output gap for a policy use.

In order to improve the real-time output gap, I require supplement data to have the following

two properties.  First, supplement data will be not revised in future.  Even if revised, final

revision should be completed within a few months.  Second, supplement data should have no

trend.  If there are trends in supplement data, it creates another real-time estimation problem in

the course of data accumulation.

(1) Improving Real-Time Output Gap

I use the Short-Term Economic Survey of Enterprises in Japan (TANKAN for short) as a

supplement data.  Real time GDP data is compiled mainly from demand side data, while final

GDP data is from supply side data.  The TANKAN compiles entrepreneur’s business plan and

sentiment and thus reflects much information on the supply side of the economy.  Therefore, the

TANKAN has the potential to improve the real time output gap and to approximate the final

output gap.

Among much information in the TANKAN, I choose the business condition diffusion

index (DI).  Figure 12 shows the behavior of the business condition DI, bd .  One of its

desirable properties is that it is revision-free.  It is controversial, however, whether the business

condition DI is stationary or not.  Below, I proceed under the assumption that the DI has no

trend factor in its movement.

Next, I examine empirically the performance of the business condition DI as a
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supplement data.  The question is whether the business condition DI is helpful in forecasting

final output gap from real-time output gap.  Employing the same notation in section IV, I use the

following specification.

f
tqkt

h
q

t
t

Q
t hdgg εδδδ ++Σ⋅+⋅+= −−= )1/(0210

42002 , (7.1)

where 42002Qg  and tg  are final and real-time output gap, respectively.  In estimation, I

discarded some data at the end of sample to avoid the end-of-sample problem.

If real time GDP data exploited all information available, there would be no way for

forecasting final GDP data by the business condition DI.  As discussed above, however, the

business condition DI may have additional information that is not reflected in real time GDP

data.  When the business condition DI includes additional information, the estimated value of

2δ  is different from zero significantly.  Note that as the sample extends to the current period,

the real-time data approaches to the final data.  This implies that the dispersion between the

final gap and real-time gap shrinks away.  For this reason, I discard the recent sample in the

estimation of equation (7.1).

(2) Estimation Results

Table 3 presents the results when I estimated equation (7.1) by OLS.  The business condition DI

is statistically significant in every case except for one case, i.e., the TV-NAIRU type of real-

time output gap.  This is an interesting result, since the business condition DI has no further

information than the TV-NAIRU type output gap has.  An interpretation is that the time-varying

NAIRU reflects structural changes occurring in the supply side of economy and covers the same

information as the business condition DI has.

In general, with the GDP types of output gap, an estimated coefficient on the business

condition DI is large, while small with the non-GDP types.  For the non-GDP types of output

gap, since the real-time output gap is very close to the final output gap, the coefficient on the

real-time output gap is close to one.  For the case of GDP types, a coefficient on the business

condition DI is large and a coefficient on the real-time output gap falls short of 1.  This suggests

that the business condition DI is helpful for the ameliorating the real-time estimation problem in

the GDP types of output gap.
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In figures 11 and 12, I show the prediction of final output gap from real-time output

gap and the business condition DI.  The GDP types of output gap are remedied significantly by

the business condition DI.  Especially for the NAILO output gap, a remedy function shows

excellent performance.  During the period of 2000-2001, the remedy function predicts the final

output gap precisely and ameliorates the real-time estimation problem in the NAILO gap.  A

remedy function, however, performs badly in the case of HP filter output gap measure.  A

possible reason is that since the HP-filter-based output gap is intrinsically lack of theoretical

backgrounds, it is disturbed with too much noise to be remedied by supply side information.

(3) Remedy Effects on Inflation Forecasting and Policy Making

First, I investigate the effects of the TANKAN remedy on inflation forecasting.  I choose the

RMSE of out-of-sample forecasting in the KDP case for comparison (RMSE during 1998-

2001).  I estimate the following function forecasting the i-quarter lag of T-vintage output gap

series from the i-quarter-lagged real-time output gap with the business condition DI.

T
ititi

t
itii

T
it dgg −−−− +++= ερρρ 210 . (7.2)

In estimation, I discarded some data at the end of sample to avoid the end-of-sample problem.

Through this relationship, I estimate eight-quarter-ahead final output gap and use the

result in equation (5.3).  In table 1, an output-gap-based forecasting function outperforms a

simple AR model with four of six measures of output gap.  In table 4, after the TANKAN

remedy, an output-gap-based forecasting function outperforms an AR model with five measures

(the NAILO case is added).  But the remedy effect is not remarkable.

Next, I investigate the effects of the TANKAN remedy on the Taylor rule.  In figures

13 and 14, I show the Taylor rule with the output gap during the period of 1988-1995 remedied

by equation (7.1).  As pointed out above, the remedy by the business condition DI is not large

for the non-GDP types of output gap and thus has only small impacts on the Taylor rule.  In

contrast, for the GDP types, the business condition DI has a great possibility to remedy the real

time output gap and has great impacts on the Taylor rule.

In comparison of figures 13 and 14 with figures 4 and 5, the most remarkable is the

case of the NAILO output gap.  Furthermore, when I used the real time output gap in the
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estimation of the Taylor rule, neither inflation rate nor output gap is found significant, as in table

2.  When I use the remedied output gap, however, both are significant in the estimated Taylor

rule, as in table 5.15  In addition, the Taylor rule with the remedied NAILO output gap is far

smoother than it is before remedy.  These are preferable properties when policy makers use the

NAILO-based Taylor rule as a policy reference in the formation of monetary policy in a real

world.

VII. Conclusion

This paper has two purposes: the introduction of output gap measures developed at the Bank of

Japan and the quantification of the real-time estimation problem.  Their performance is

evaluated from the viewpoint of inflation forecasting and policy making.  I also consider the

possible remedy to ameliorate the real-time estimation problem by the TANKAN information.

The evaluation on inflation forecasting is as follows. First, the performance of out-of-

sample forecasting is far worse than expected from the excellent in-sample fit of forecast

functions.  Second, for three of six measures, a simple AR model outperforms an output-gap-

based forecast function.  For the other three measures, however, the forecast functions are

disturbed by the information carried by the output gap measures.  Third, the method of Koenig

et al. (2003) (KDP) is not necessarily useful for inflation forecasting in Japan.  For two of six

output gap measures, the performance of forecast function deteriorates by the KDP method.

The evaluation as a policy reference is as follows.  First, the BOJ policy from the late

1980s to the early 1990s was consistent with the Taylor rule on the whole.  In particular, the

critique that the Bank’s response was too weak and too late is often based on the wrong

evaluation in the affection of the real-time estimation problem.  Second, a better policy might be

obtained by raising the adjustment speed of the call money rate toward the target interest rate or

by strengthening the policy responsiveness to the diversion of the inflation rate and the output

gap, although the new policy may create bad by-products.

The remedy of output gap measures by the TANKAN information produce favorable

                                           
15 To the contrary, in the case of the HP filter output gap is used, the large value of the coefficient on

the inflation rate loses its significance after the remedy.  In the case of the conventional output gap,

the coefficients on the output gap and the inflation rate remain insignificant even after the remedy.
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effects on the output gap measures.  TANAKAN’s business condition DI is helpful for

forecasting final output gap from real-time output gap, with the result that the number of

forecast functions that outperform a simple AR model increases.  Furthermore, for the GDP

types of output gap, large volatility in the real-time measure is reduced substantially by remedy

functions, which enhances the usefulness of the Taylor rule in a process of policy formation.
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