RyFI—IMELONZA N - TV kU
AR A

20141 H20H

B
AR - R T — 2 R T — 2 L OIEREW 2T 2Bz FY—F
2" (benchmarking) & -0, KHZETHEIOERIZE W THEERIZTDATWVWS.
AT, NYFY—FUITFRELUTRBESFEHINTVETHSS TV by
(Denton) £ T 52 212, HLWARYFI—F U7, anNAL - Fr by
% (robust Denton method), &% T 5. £/, BETLIFENEHLEI LV
MHEEROZ L 2H@EmL, ET X 2RV ZTS.

1 LIS

BTt 2 LB 0T, LIKUIE, FED T —XZx U CHEEHHE D R 2 EH D R
(AR, MW, FRae ) 2MERI NG Z e hdh b, BRI, FEFHHEORWT —X
(BIZIEFEIRT — &) 1%, FEHHEORE VT — & (FIAEHRPMET— &) k0 HHEE
DENT—REBBRINDZENE N, T THEERLZOE, FIAE, WEHI L IcE
FRENT R DOAEFED, FRT—ReTLE—HLRWL, LS IEeRARIDIBL
WO RTHD. HAD GDP #iitzflice 52, NEH] & UTHEHT — 28 /RI N,
LIFS K UT M) & UTHEIRT —XBRRINED, Fid NEHR & THEw) <id, #
R - BERE R EICKREREVDYDH D, [oT, [HHl OWEHT—X %285 LT
b, MHER] DFIRT —RIZ—H LR\ (1588, 2007). TO &S RIEBEEZHFET 2720
2, B, KOBEOSWE INBIFERT —X% RV F<—72 (benchmark)] & U T,
AW - TR T — X 2 ERT — R EBAEMIZR D LD IHET 2 e Drbh, DX
RO Lk IRV F < —2F 2 (benchmarking)] &S,

Ny FI—IMEZ LD IEMHIZERRE L, WE, 1H8%Z sHIZHT, nEDT—XHF
HARECH B LT 5 (s & nITIEQOEBKELTS). WEHT—X2H5561E, s=4Td
D, ART—X%2H/HEEIE, s=12Th5d. T=ns &BL. &t(=1,...,7) #ics



WC, F—& I, MRATRETH 0 (I, AW - WEH T — 2 2 8E L TW3), [
k(=1,...,n) FIZBVT, FRF— & A, BHRETRTHZL TS, ZOLE, H5
kzlwuﬂwvﬁbf,

D Lk—1)4i # Ak,
i=1

IRBIFBENLEC D I LNy FY—IRELIT, FRI 1, ..., Iy Z#ES4IZ3HEL T,

ZXs(k—l)—i—i :Ak7 k= 17"'ana (]‘)
=1

1B PEH AR X1, ..., Xy BIERTH I 2RVFI—F 7 LIER.
RYFI—F U IELE U THRBIALSEHINTWSFEE, 72 b~ (Denton) #ETH
%5 (Denton, 1971)*t. 7> b VEIHIZIE, HARDOETFHIHIB W TEEFELL LT
AR X N T WD X-12ARIMA 124 7Y a v e LTS Tw 3 (X-12ARIMA
B LT, Bk, 2004, 2 28). 72, HA®D GDP R OFEHIZENTH, ki &
D FAh (L LIESRBRfENTWS) 78 - & (Pro-Rata) I I N T E /2
», BOETIE, TYMYERMHEINS XS ICR-oTWS (HWER, 2011). T b Viko
EHERER I 2HMITEHZ 20, EHEMIZIE, XvFv—20 (1) o FT, EioL#H%
IR NRRIFES B & D ITHEBFEARINEERT 2 —DDFIREHET EI LA TE 5.
AFOHMWIZT v M ikEHN T 2B, TY N VEO—DOREEE LT, N
AR TN ERBIRVFI—F U ITERRETHILTHD. BET LN - T
vV, TV RO BB (2 REE) EAOHEBISICE S A S, S R
MAabDTH LD, ROFEEROI LIRING (2HizSH) -

o M/ LITEM ML THIEE UL CERNMLTE 2. 20720, BN (BF) Hilf %
ANTHEGEIZFEITT S, EWVWol R EDNRGHIZTE S,

e INZ B - TV MVIKIZK o TER S NZFABEF AR Xq,..., Xr TH LT,
X £0,t=1,....T7%%o, & X;/X; 1 D55, 2l ed (T —n) MIFHERE
SIOMEE I, /I,y 1o—BF3 (I, 0,k =1,...,T EEELTN3).

RYFI—=THIK (1) 1& Xq,..., X7 CELUTREOHIKTH D, t-T, HIWBEHKZLR
o (MaHERE%R) 129 5 2 & it ﬂzwéﬁﬁwxbﬁﬁaﬁsféambmz)# WEETIOD

LAROT Y b vikeld, BIET Y bk (modified Denton method), 7\ U, HfilF > b ik (Denton
proportional method) & HFEENS. T b VKIZIEREZ R ANY T—2 2 UhH B0, AT, 2 i
TEHT IHBEMENLRL DEELKT 5.



&5@%% (D EHEHZFDOHBIRY) RSINTIHan>7&ITHS. 52X T
<, AT, £ OFMERRBMEREY 7 b D 2 7 ETRIEEEEZ R Ny F— U8
ﬂ%ﬁ%@%b,%ﬂf,iﬂbmﬂx%‘T/%/ﬁ%%ﬁ?%v&ﬁ@%éﬁ.2%
HO®#MIZ, NS - T2 bV ED O ZER) 2 572 0 DU EE (exact) IZRIFT 5
ZeEMBFHELTED, TY P VEIZEBRVWESE EORMERE VWS, 22T, UNAN T
YV, TYMNVESEOOBNEKER/IMELTWE Z NS, (Tu - T REE
WFERRD) IRV E DB L ZATHLEEDERIN DTN L 705 X ARHEL 20 K 5 IZFH%
LTW3, WS ZLIZERITRETHS.

RYFv— I HEIET — REFHICEHT2RANLGTEETH D, HL<LoMENfTbIhT
W5, ARETIRERRRERIIPEZ B, RVFI—F UV T ERZERMITEALTVWS X
fike LT, Bloem et al. (2001) & Dagum and Cholette (2006) 2281 FCH<. 4B, K
MCEEITRBERRINIBIT ARy F v — 72 BIEICE VT WA D, JE4E, Nk
EILBIT RV F v — I FDOXERICBENTHELEEDT VWS, ZOHHENDS
EHke LT, AR (2012) 2ZEIFTEL

ARTIE, SEHEEO —BinE LIXUIZHAVWS. ARTHWARED G, KK
DHERERSHN=LTWEEDTHDH, MILFHEIECFEL S BViE 2 e LT, &
BWREEEZMNFICELDTEL. £/, MEHEZEOHAE COEENRAMEZEL LT,
58 (1987) 2% 17 THL.

RS AR THVWAHSIIEER R LD TH DD, WOnborUHHlHL TEL.
N7 MV - THNERFETRL, X MVIRFIRZ ML T 5. BREIX T TRT T 5.
EOEBE mIZHLT, 0,,,1,, 3ZNZTN0L 1 %2 mElER7ZXT7 MLVET S, /7,
m X m ORAATINE I, LFHLS (HRH I, ..., Ir LIRFEILRWZ &).

2 FyhNVEEONRN - FYMNVE

AEITIE, TV N VEERZENL, BEOWTIERETIZ0NA L - FY MV EEZHEN
AEE1HiobDREET ST S, 7,

L#0,t=1,....,T

EUBRHZE R T 5 Z e K HITRET 5.

M

*2 i1z 1¥, Matlab E Tl linprog, R LTI IpSolve 2 EAFATHETH 5.
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21 FYhVE

T b ik, BB

> (£ - X) 2)
\I, T

ERVFT— 288 (1) OFTRMET 5 X1, ..., Xr 2 FEHFARI L LTHWS T
ETHE. RV - FHZANVTT Y b VIEOREMEZTLRL TALS. WE,
= (X1,...,Xr),b=(A1,...,A) 2L, T-DxTHHH P, nxTHQ %

—1/[1 1/[2 0 0 0
0 —1/[2 1/13 0 0
P - . . )
0 0 —1/IT_1 1/IT
1 1 0 0 O 0
0 0 1 1 0 0
Q=1,21, =
0 0 0 0 1 1

TEDD. 72720, @ E7uxry 7—FERTS. $5&, 7 b viko#E bi#EIX

(D-1) min ¢'P'Px

xeRT

s.t. Qx = b.

YESETIENTES. OB 2 WEEMETH S H, EE - JIE (2011) TR
ENTVEESI, n>1,s>10rE, &3EMMANGE (i 4) R) OFT, M
(D-1) i — B R e b, 2 REMR IR 7 BB % .

PR, Fu ok VOB E, EK - JIE (2011), 8 1106 > THIRIICEE L TA

Bmxniidl A = (a;;) & kx 1175 B ® 2783y =& mk x nl {751

a11B ... ainB
AR B = . .
am1B ... amnB

TEHIND.



£5. 79, LT [H28MNRE] 2 EMISRRS. sx (s —1) 1741

1 ... O
A P N
= (B )= ®
-1 ... -1
ZHEL,
I
| ¢ (L, ® Joma) (4)
I

ERES D, 72720, H8F, Tx (T —n) 750 1, @ Js—1 O (T —n) HOFI~RZ FLA
5, RT O MVERTHS. (KE (4) 1&, BIZIEERA L, ... Ir BTRTHE
BIROATZINEDT, RFERRIANDISHESE A 556, HRNKRETIERWE D
ha. ]E (4) OFT, EE - IR (2011), EH 1 OERERLTHAL D™,

BARWNLTATT7IE, T b EOHRN & B/MUMEZ, 28 e 1282 752 R 2
A BI LT, (T —n) ZROHKARLORNMMBEIZIRES 22 ThHS. VW E,
B=PP BE, TxTi5l

_ Q
R= (In ® [Is—l 08—1])
EZD. BHHICHERTE A L9512, 20175 RIZIEEHITH D,

Yo
YEMTEE, Qr=boy =bThHBN5, (D-1) I (T —n) ZHOEKIZ L ORN
fh R

Y= (y1> = Rl‘, (yl € Rn:yQ € RT_n)a

(D-2) min (b, y,)R'BR™* (b)
y2ERT— Y2

g I 5., 561,
R '= [R(l) R(g)], R(l) 2T X n, R(g) T x (T — n)
v B, (D-2) oI

Y5[R(5) BR(3)]y(2) + 2y5[R(o) BR(1)]b + b'[R(;) BR(1)]b

AT B BAY, ERK - I (2011), SEHE 1 TIRAGE (4) AT T WA 2 LICiEET 3. K5 (4) 2%

LLBRWEE, (5) RILBWTIH Ry BR(o) WEAIICARSBNOT, SO —FMEA I L &0,
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YETENS, INEEMNITS g i3

Y5 = —[R{9)BR(2)] ' [R{5 BR(1)]b

2" = R™'y" = (Ir - R)[Rjo)BR(y)| ' R(y B) Ryb (5)

T—RIZEZONDZ Aond. 5612, EA -k (2011), fiE1 LD, sx 1~
Fles=(0,...,0,1), & (3) NTHER%Zsx (s—1)17% J_1 ZHWVD L, Ry &

Ry 1%
R(l) = In X eg, R(2) = In & Js—17 (6)

YBRIGICREITE 5 (R[I, ® e, I, @ Jo_i1] = Ir ZHERTNIZEV). (6) RE (5) &
EADET, Fv b EORERAER IR HETES 2 L DR TE

B#I1C (T —n) x (T —n) 1745 Ry BRo BENTHZ I L 2HRBL &>,
R|, BRy) = (PRy)) (PR(y) ADT, {75l PRy DiEH 5 RT " 75 RT ~OfffY

BEBRPRHTHL I L, TRhDD,
Ker(PR(g)) = {OT—n} (7)

ZMERTNIX LV, rankP =T — 1 &koeE B 5, dim(KerP)=1TH Y, /- T,

i R EHR D 5,
I

KerP =<c : :ceR
I7

ThHBIEWbhd. ZOEELHEE (4) £, (7) RS Zehbh b, EBIE,
5 AU\ EiR

(4) =4 R/(2)BR(2) HIEH]
HE/S. UEDHEEZFLOT, ROHEZES.
HRE 1 (EA - NI (2011), EH 1 OEE). s>1,n>1235. KE4) DFT, T
> N IR R R b (5) RO, 22T, T xni7¥l R(l) & T x (T —n) 174 R(2)
i (6) AcHEzxoNnb.



TV VEOBERBRHLERE LT, RVYFI—2HK (1) DFT, 25RL

&%thl Xy %i

I I X1 Ly’
LB LI AR EERT 5 FIELMRT AW TES. 2D, UMY
TRV F—=28I% (1) O F T, GHNARER) (X,/Xi 1) 25X TARFDOEN
(I/T,1) VW & 5 1 J8%5 5 Tk L MIRCT X 5. GDP #at%hlice 3%, GDP 20
LEODME (X;) &0, KEXR

 Thbb,

Xe—Xp1 Xy
Xi-1 Xi-1
WZHRD D B 7 — AN WD T, MHOEE 2R E5RIRETHE VWD 2L IFEK ELEF
LWHEEEWZAETHAD.

FEE 1. Denton (1971) iZH &6 &, (2) TRERL, FRINOYIMAME Io KRHATEEE L
T, HIB%

ENRVF =218 (1) L HHHEHK Xo = [h D FCTR/MET 2 Z 2 2K Lz, K
HiCHMAUL72T > b ik, IEfEIZIX Cholette (1984) IZ X BEET Y M VikTH 5.
Cholette (1984) IZHIRMERIFI D FIEFARINZD DR AZEL T EL 2 e 2R L, (7
HREIORE, t =1 % BHWEBROM P SED ROV BIEEZREEL -,

22 ONRKN-FVNVE

AFETIRETZENADN - TUMVER, TUYNAEOHBOEREEZDLZLNTE
5. ERIZIE, T b ko  HIBEEE Mo ERE B A 2 7

T
t=2

ERVF—2H (1) O FTHRAMET 2 Xy, ..., Xp 2FEFEARIIE ULTHW S Fik
EEHRIND. UNAN - TYMVED, TUMVEEHBRZ, XRVFI—2HIF (1) D
TC, EHRRLEEH (X,/X, 1) 285 _LFRIIDTN (I,/1,_1) ITEWV & S ICHHBT
BPRILEMIRTE S, 72720, aNA N - FU M VRIEEMIIBWTT Y b Vik e T R7 2
LHEEZFRODT, TOREZRTALD.

Xy Xy
Iy I

(8)




£9, BNR N - TU M EOREREE, SIEER O N TR E sMET SR
B0 T, MEEtEMEE L TEMETE 5. MifiCEA LR ML - 752 HW5
&, UNZ b - T VEOREER, ROBFEEBEE L TElMhTES -
(RD-1) min 1 ju+1, v

w,veERT—1 zeRT
st.u—v=Px, Qx =0,

u>07_1, v2>07_;.

72720, AERXu>0r_1,v> 001 BT EDORFERE TS S, 50T,

w = (’u/,’u’,w’)’, c = (1/T—17 1/T—170T)/7 A _ (IT—l —IT—l P>

o) O Q
B L, SaERE (RD-1) 1
(RD-2) min cw
w:(u’,v’,m’)’GR?’T_z

st. Aw = (0p_1,b), w>07_1, v>07r_

YEEETENTES. HEH ADFAZE (T —14+n) x (37 —2) THY, %5

ZHhhrd£51Z,
rankA=T—-1+n

THB. (RD-2) LBVT, H4
{w=(u,v,2') eR*2: Aw = (0/,_,,b'), w>0p_1, v>07_;}

EFEITATRESER G LIFIEN S DY, FATAREESIIEANICIEETH Y, £/, HIBERIZFELT
HEEALTNIAERTH S (HWBEBRIRIEATH 20 5). > T, SYUBFHETED —i%m
M5, IRDAEDRES .

e 2. MUEEHEIRE (RD-2) 3ElfEz D, 6o T, BN - T2 b VRIS TR
EffE 2RO,

ONAN - TV MR, TV M REIERRD, BolfROIRARRBIIE S
S, BoE bR EMEE LTEMbTESZ0T, TOEFTIIRGTHS. Tz,
ONZA N - Fr ViR, T b rECERy, £ ERKECVEE 2O, ZoMER
TWIZS. VWE, (RD-2) z ikiEZ HWTRLS 2 2E 2, mEREER w* 2E5N
9B, w Duky, vk, xR ETNETN ur, v et LB WE, oF DK



SIHEEXETHEERET DL, u v ITEENIEHDI bREELH L L2EDIE5 &
38 (n—1)fTtHs. ZIT,

= (X],...,. X5), u = (uj,...,ur_y), v =(v],...,v5_1)

YEWT, o & of AL BICHREERTHEETEHE, uf =v; =0 Th-T, HIHH
£ Aw = (0_,,b') Ot RiEET B L,

X Xi L X L

I I Xry L
LRBTEDNDHE. uf ol BEBICHEELNTHEES AL IEE £S5 E (T —n) fH
BBHD (uf & v DR EEERIT RS 2 2 IRa0A D), RORHENT S h.

#E 3. (RD-2) OREMICHIGTZaNA L - Fo b VikOR#EMmE X7,..., X5 &F
5. WE, X;f#£0,t=1,....T%56F, 2aedb (T—n)lMDt e {2,....,T}ITH

LT,
X; I,

- )
Xt*ﬂ Iiq

ANEAVAS ISR

FEE 2. fE3IXENAN - TN VENEOEE) E 7R D O EEE (exact) IZIRE
TEHZERLTWD, 2O ARMEEIZTY b riEicidhnwsDTh b, EFKENERD
L2H0rEbhd,. 22T, oAb - Ty VER, TV B ENO B E K
IMELTWE Zens, (T8 - I RKLIFELRD) FIRVED S & 25 THEHDFRS
DENERERLTEHLZVE S IZHAEBLTWS, WS ZLIIERTARETHS.

FE 3. TV b Ve HERIC, HWEE 8) KHEEDY A MNd, >0t =2,...,T %D
I3,

Xy X1
Iy I

Y

ERVFI—JHI (1) OFTRMET B Z e dbFEAONE. 72720, VA bDEFS
FEPLMETR R, ARTIE (HHEO20) —BLTER Y A b d =1 252 5.

EE 4 UAAL - FY RV WS AT, TR NI SHELELDTHS. L
U E NS £ 510, SREREFLOMIKAS ML OREMBEIC BT, R
W BB HOA NI K E PBI NG, AN K E SPEBI RN & S ek
(20 & 5 BHEEEE LIEUIZE AR MBHEEE L IES) 0 —2 & LT, BUMERHRAEE
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(least absolute deviation estimation) 23%15 0B 0, ZNidEmN " FeHiE o HIWEE %
MEOTERARUC & S A 72 HEEE T H 5 (/MR 2 HEE 12 DWW Tk Koenker, 2005, A3
BHEIR D).

AR, s XA - Fr bRz UT, N aEmzis>

221 BRERIHIEETHB

FRZRIFRE R DG S, FRIDIEFATH S Z D%\, TD LI RIGE, HEEA
ﬁﬂ%#ﬁﬁﬁé_t#%iM%.E%%ﬁ()%NV?7~7ﬁﬁ()t#ﬁﬁ%
X;>0,t=1,.... T DRFTHE/NMET S Xq,..., BIEEE AR E L THWS LR
@E%’#QW%H%UNXF'?beﬁkﬁ&gtkﬁé,#EW%H%UAXL-
FUh vEEORELMEIX, (RD-2) I2BWTIHEARIK © > 07 201X 72X OMIE iR
RS T 575

(RD-3) min cw

w:(u’,v’,m’)’eR3T—2

s.t. Aw = (04_1,b"), w > 037 .

M2 & 3 IFRDESITEEI NS, GEHIE, M2 & 3 DI I D IFE A LHIT
HBHDT, BT 5.

W 4. VAR (RD-3) XBOEM A RO, -, FFEBIONEE 82k - 7Y R
RIS RO 5.

i 5. (RD-3) OEEM I 2IFAHMMMNE TN - T2 bV IEOREMRZ
X5 o Xr 235, 0WE, X >0t=1,.... T %561, 2eled (T —n) oD

tef{2,...,T}HIZHLT,
Xy L
X; 4 I

M T 570,

FR 5. bbAA, EFL, FAHIKEZHRKIZANZSTE, BERIZIEARITRIA A7
INDGZAEBLNTHA D, TOMLIEGE, AT Z AND P ANZ N2 IEARERTIX

*5 £ L5 (RD-3) O ADEEMERTH 54, (RD-2) &0 HEEKTHBTHS, LHWR5.

O HETHHFNAREETH LD, X >0,t=1,....,T LWIREDPS, HLHPADIEIZRD 7 —A
FHBIICHIRS O TVS. BT L >0,t=1,..., T LIMHELTVWARAVWI ZILEREE L (b5 5
AFEEFRIMNET NN - FU NV ERERAVDODI, It >0,t=1,.... T RB22ETHA5h6, Z
DERIEH ETHFNLRERTH D).
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W, LU S, HETHADIE, ONNA D -T2 b UEDN, BRER S ITIEEARN 2R
GHUZHBIZHARADL Z ENTED, WHIATVarvzEZTWbSI bbb, Hlzxig,
F v M UETIEIEAR Z BRI ANS Z 2 IZTNIEEHIHTRWZ e Bbn 5.

222 WxIEE

P EHE R (RD-2) & (RD-3) Zf# < I121%, RSS2 BU MEZ R 1 v 2 & 1k
At EED — G DBA S L ZATH 5. AHiTiE, oS EED BT HE%E R
THh5. flif oo, (RD-3) DMNEEEZ R THAS :

(Dual of RD-3) max (07._,,b')z

ZGRT71+TL
st. Az <e.

ZIT, 2= (2, 2) 2 €eRTL 2 e R EHEIT B 2,
IT,1 O > Z1
A/Z = —IT_1 O (zl) = —Z1
P’ Q/ 2 P/Z:[ +le2

Az<ece —1p_1 <2z <1lp_;, P'z; +Q'2, < O0r.

THEHM 5,

>, #4/5, (Dual of RD-3) I&
max b’z
2=(2},24) ERT-14n
st. P'z1+Q'zo <0p, =171 <2z <174
CEIETIENTES., 22 2z bWz 5L,
min bz,
z=(z1,25)' €RT—1+n

st. P'z1 +Q'z > 0p, =171 <2z <1p_,4

EHLESETIENTES.

MR A SPEEEEE

ARETIE, SUEFHEIRICEEL < RWEE 2BE LT, AR THOW R ETED ZE AR
BHEEE (% IFAEHKE T) M9 5. HARGE TORENRIEEHETEOBREF L LT

11



S (1987) 22817 TH <. MIBETHEFE 21X, HWBB L GNP LBICE L TRIETH
5 XS REAETH 5. n BHE m Hil# % K DREHER ORE & | &

(P-1) min c'z
xcR™

st. Ax =b, x>0

EHEATHELD. ZIT, ¢, A,blFZENEN, nx1 X7 ML, mxniidl, mx1xX2
MVTHB. ¢, A,bIFTRXTHRHTH L. —BMEEELS T &<

rankA = m (9)

ZIRE TS (rankA <m &\ D T & IFIEHIFIOHIZ “MEKZL” $DORHLHE VWS 2T
HY, ZOVIEDIEHSLUDHRLTEL, WS 22 THD). LEXDOMEHIFIP,
(D) WHAFIHIA LR VEED, BURAT Yy I EREEAT 5L T, LOFHER
AR TES0DT (B2, o ZHEAKTKIEVWEEE, 2=z, —z_, 2z, >0,2_ >0
EUT, LKL ¢, Lz 2EBATELY), BAF, WE (P-1) 252 5.

1. BEXREE. ME P-1) 20T, filiNzAZTEROES
S={xecR": Ax =b,x > 0}
REAARESLITR. S HAEEATRVWE E, (P-1) IZETHRLITY, SITETEA

27 NV % FATAGEMR LIRS, IROEHIIHEANTH 5.
T 1. (P-1) BEFTRETHMEEN S ETFICARE SI1E, Bl HET 5.

COEME D, SWIBAERIE (P-1) LT, KD 35— ADAMEI D S5 EAb
»5.

(i) (P-1) REFATHETH B, 2%, S REELELTHS.
(ii) (P-1) BEFTRETH 24, S LTV 5THHMBEME NS TE3.
(iii) (P-1) IZ5ATHEET, BEMPFEET 5.

2. BIRE. MUF, (P-1) 3R L ETHREINET S, 25T, 9) &bm<n
THHHD, m=nD&IFEFTHRESDPEX 1 HEREZDTEELAL LW, £oT,
Pl m<nZIRETS. ADPSHEZEIZmINEBATENS ZUAT2 m x m {14

% Briix, (HHEMIC A%
A= B N]

12



ERETSH, 22T, Nidmx(n—m){78Tdbs. ZORENIHIELT, X7 hle
Ex %

c=(cp,cy), ©=(xp,zy)
ENET S, Wk, 174 B RIERITH B LET B &,
Ax=bs xg =B 'b— B 'Nzxy
ThHHhS, ME(P-1) 1%
(P-2) a::(w’;lwi'z)'ew B 'b+ [cy — N'(B') 'eg)zn

s.t.xp = B 'b-— B_lNilZN, x>0, xny >0

LERTES. COrE, BAEEAH, N EEEEGN, Zaep 2 RETE, LK

xp=B7'b, xxy =0 (10)

PEERB LS, REMPETIRETHEEE, Thbb,
Bb >0

D& E, (10) zFEirrmedtEfE & P, Eid (P-1) 2 < 720121, RO Fh & ol
figz T X L.
EIR 2. (P-1) Bz D7 o1F, BEMO PIZREMRVPFIES 5.

Bl e R EMRZ S5 F<EHET T TY XL E UT, BIFE (simplex method) A3%156 1T
W5, &ZAT, (10) WEFTARETH>T, (P-2)IBNWT

C:=cCpN — N’(B/)_ICB >0

THd%5, oy DEEDZ 0 PSHEINEES L, HNEKOMEPEINT 2D T, HEHE
(10) A Edifif & 70 5. KR &I, WIHFETTREEMENSHFIELT, ¢ >0 &2 5H

EZBDOM g ZRDOIFAT7NVT) XL EHETE S, BARWIZIE, AFDORATY TH 6
A,

HLIRTR

Step 1. FEATrIREELESME (10) 2 A1 5.
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ON OFFICIAL SEASONAL
ADJUSTMENTS IN JAPAN

Makoto Takaoka
University of the Ryukyus

INTRODUCTION

 Many of Japan’s official statistics are seasonally
adjusted using the X-12-ARIMA software suite
developed by the United States Census Bureau.

« Today’s talk is about the relationship between
seasonally adjusted series revisions and X-12-
ARIMA model selection in Japan.




OUTLINE

» Basic X-12-ARIMA concepts
« Seasonal adjustment revisions

» Overview of current practices in Japan

» The case of Financial Statements Statistics of Corporations
by Industry (Ministry of Finance)

« Some simulation results

» Concluding remarks

X-12-ARIMA

« Seasonal adjustments in X-12-ARIMA proceed in the
following order

(1) Prior adjustments: RegARIMA model
(2) X-11 decomposition
(3) Diagnostics




REGARIMA MODEL

 Detects and adjusts for outliers in order
to improve the forecasts and seasonal
adjustments

« Estimates missing data

 Detects and directly estimates trading
day effects and other effects

» Extends the series with forecasts

g RegARIMA Model ;
. (Prior adjustments and forecasts) |

Model Selection and comparison
diagnostics

X-11 decomposition
Moving average filter
Diagnostics
Revision, Sliding span




STABILITY OF SEASONAL
ADJUSTMENTS

Revisions associated with continuous seasonal
adjustments over a period of years.

: Unadjusted series

. Seasonally adjusted value at time t given
observations up to and including at time s

. Percent change at time t given observations

up to and including at time s

As|t _As—llt
As——llt

: Concurrent percent change

STABILILTY OF THE SEASONAL
ADJUSTMENT(2)

- If the differences among Ry, Reje+1, Reje+2, - are
small, the seasonal adjustment is stable.




SEASONAL ADJUSTMENT REVISIONS

» All forecasts generated from the estimated
RegARIMA model contain statistical uncertainties.

* If, as a result, the forecasts are close to the
observed value, the seasonal adjustment revision
Is small.

* Revisions are inevitable within the X-12-ARIMA
framework, but choosing the most appropriate
settings can reduce them.

REVISION HISTORY FUNCTION OF
X-12-ARIMA

» X-12-ARIMA includes two types of stability
diagnostics, sliding spans and revision histories

Ryn — Ry (8 =1...N) : Revision from the concurrent and

the most recent percent change for time t

Revision function built into X-12-ARIMA can be used to
select an option with high stability.




(a) Seasonal Adjustment Changes from the Previous Month.

- Concurrent
@ Most Recent

8101 8110 8207 8304 8401 8410 8507 8604 8701 8710 8807 8904

PROBLEMS IN PRACTICE

 In practice, it is not always easy to integrate X-12-
ARIMA revision history results into settings.

o If the statistical properties of the data are not
stable, setting changes are often necessary.

o Capturing the statistical properties around the
most recent data is important for short-term
predictions.




PROBLEMS IN PRACTICE (2)

* In the X-12-ARIMA revision history, revisions due
to model reselection are not considered.

 In situations where data increases sequentially, it
Is desirable to check models periodically.

« Most agencies let the software choose the options,
and then fix the settings for production.

OFFICIAL STATISTICS IN JAPAN

 In major official statistics released by Japan, X-12-
ARIMA spec-files are published.

 In some statistics, the revision policy (model selection
policy) is also published.

« In several official statistics released by Japan, AIC is
used for model selection in X-12-ARIMA.

National Accounts, Financial Statements Statistics of Corporations, etc.




Information of statistics whose revision policy is published are summarized in these three tables.
As shown in these tables, model selection policy and treatment of outliers seem to be different little by little.

Cabinet
Office

Ministry of
Internal
Affairs and

Communicati

ons (MIC)

Ministry of
Finance

Minister of
Economy,
Trade and
Industry

Explanation of Orders
Received for
Machinery

Consumer Confidence
Survey

Indexes of Business
Conditions

Quarterly Estimates of
GDP

Labour Force Survey

Family Income and
Expenditure Survey

Consumer Price Index

Financial Statements
Statistics of
Corporations by
Industry

Trade Statistics

Balance of Payments

Indices of Industrial
Production

Indices of Tertiary
Industry Activity

Indices of All Industry
Activity

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

(1)AIC, (2)MAPR

(1)AIC, (2)MAPR

(1)AIC, (2)MAPR

AIC (chose among 81
models {(010)(010)-
(212)(212)})

AIC (chose among 81
models {(010)(010)-
(212)(212)})

AIC (chose among 81
models {(010)(010)-
(212)(212)})

AIC

Penalized AIC (chose
among 81 models
{(010)(010)-
(212)(212)})

AIC (chose among 81
models {(010)(010)-
(212)(212)})

AIC (chose among 81
models {(010)(010)-
(212)(212)})

AIC (chose among 57
models)

BIC (chose among 57
models)

BIC (chose among 57
models)

Auto
Detection(AO,TC

Auto
Detection(AO,TC

Auto
Detection(AO,TC

Examine
individually

AO,LS, Ramp

Auto Detection

Auto Detection

AO, Ramp

AO, Ramp

Auto Detection




Ministry
of Land,

Infrastructure,
Transport and

Tourism

Bank of
Japan

Building Starts

Current Survey on
Orders Received for
Construction

Money Stock

Monetary Base

Real Exports and Real
Imports

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

X-12-ARIMA

AIC (chose among 81 Auto

models {(010)(010)-

(212)(212)})

AUTOMDL, AIC

ACF, PACF, AIC,
Ljung-Box Q-test

ACF, PACF, AIC,
Ljung-Box Q-test

ACF, PACF, AlC,
Ljung-Box Q-test

Detection(AO,TC)

Auto
Detection(AO,TC)
LS, Ramp

Auto
Detection(AO,TC)
LS, Ramp

Auto
Detection(AO,TC)

LS, Ramp

FINANCIAL STATEMENTS STATISTICS OF
CORPORATIONS BY INDUSTRY (MINISTRY OF
FINANCE)

(Reference) Percent changes (seasonally adjusted, Sales)

Jul. -Sep Oct. -Dec Jul, -Sep.
2012
All Industries -0.3

Classification

-1
Manufactur ing -1.7 =1
Non-Manufacturing 0.3 -1

Notes 1: Percent change is compared with the previous quarter
20 Al Industries and Nen-Manufacturing don't include Finance and Insurance

(Reference) Percent changes (seasonally adjusted, Ordinary profits)

Jul. -Sep Apr. —Jun Jul. -Sep.
2012
All Industries 5.0
Manufacturing 4.2 15. 4
Non-Manufactur ing 0.2 0.4

Classification

Notes 1 : Percent change is compared with the previous quarter
2 : Al Industries and Non-Manufacturing don’t include Finance and Insurance

(Reference) Percent changes (seasonally adjusted, excluding investment in software)

Jul. ~Sep Oct. ~Dec Apr. ~dJun
2012
ALl Industries -2.2 0.7
Manufactur ing -3.4 4.1
Non-Manufacturing -1.5 3.5

Classification

Notes 1: Percent change is compared with the previous quarter
2: All Industries and Non-Manufacturing don’t include Finance and Insurance




SEASONAL ADJUSTMENT
POLICY

« Seasonal adjustment practices are applied

« Models are kept fixed for one year, but their
parameters are re-estimated in each calculation
round.

« Models used are checked once each year.

« The model that has the lowest AIC is selected from
81 candidates.

I X3 X I 3=8l

Sales CURRENT
(Manufacturing)
NEW

Sales CURRENT
(Non-manufacturing)
NEW

Ordinary profits CURRENT
(Manufacturing)
NEW

Ordinary profits CURRENT
(Non-manufacturing)
NEW

Capital investment CURRENT
(Manufacturing)
NEW

Capital investment CURRENT
(Non-manufacturing) NEW




PENALTY OF REVISION

AR,(,'f ) is the of model k percent change .

The model that minimizes AR,(:) is the current model.

. Seasonally adjusted value calculated using the
current model

. Percent change of Ag,

Cisoai AR
e o s—1|t
sit= c

As 1|t

X100 (s<1t

K : Number of candidate models

(k=1,---,K) : Seasonally adjusted value
calculated using model k

. Percent change of Aglg

ROMIG

(k) s|t Ag 1|t
RS|t —A(k—)XIOO (S<t)

s—1|t




PENALIZED MODEL SELECTION
PROCEDURE

For threshold value a > 0, the best model is given as

k =argminAIC® subject to SR,(,’f) < q,
k

where AIC® is AIC of the model k
(1) Calculate AIC and SR of all candidate models.
(2) Exclude models with that is larger than «a.

(3) Chose the model that minimizes AIC form the rest of
the models.

D=AIC® — AICC

Sales (manufacturing) Sales (non-manufacturing)




OUTLIER SETTINGS

* Impact of the collapse of Lehman Brothers

» Between 2008 to 2009, a large decline occurred.

» After a major drop, several series recovered rapidly.

» Most other agencies use the automatic outlier

selection procedure.

Sales (manufacturing)

! ; e
o
il

o

AR
S At

05 06 07 08 09 10
x10 * Ordinary profit (manufacturing)
[iER]

1!

05 06 07 08 09 10

x10 ¥ Capital investment (manufacturing)
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]
Xiiii]
1]

A
A
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Sales (non-manufacturing)
- ‘ 3 Bl
S
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04 05 06 07 08 09 10 M
x 10 : Ordinary profit (non-manufacturing)
; ; il 1

04 05 06 07 08 09 10 M
x 10 ! Capital investment (non-manufacturing)
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X-12-ARIMA OUTLIER

Ramps

« Series start at one level, slowly shift to others, and continue
on at their new levels.

« Ramps have a start date (t,) and an end date (t,).

RAMP COMBINATION

TDlto,t1,t2](E) = A1 D[y,6,1 (1) + Q27D (L1, t2](T)




CHANGE POINT DETECTION

Pick out change point candidates from the graph
to : 2008.4-6 2008.7 -9 2008.10 — 12
t; : 2009.1-3 2009.4—6 2009.7—9
t, : 2009.10-12 2010.1—3 2010.4-6

Three types of dummy variables
(1) No Ramps 1
(2) rp[to, t1] 38 =9
(3) rplte.t1, 6] 8328 = 2F

All combinations : (1+9+27)*81=2997

RESULTS OF PENALIZED MODEL
SELECTION

Current
a=1.0
oa=2.0
a=3.0
o= 0
Current
a=1.0

a=20
(Non-manufacturing)




RESULTS OF PENALIZED MODEL
SELECTION (2)

Current
a=1.0
oa=2.0
oa=3.0
Q=00
Current
oa=1.0

a=2.0

RESULTS OF PENALIZED MODEL
SELECTION (3)

Current
Capital

investment a=10

oa=2.0
a=3.0
o = 00

Current




MODEL USED FOR THE PUBLICATION
OF THE 2011 FOURTH QUARTER

Sales : (212)(210) 10/1-3
(Manufacturing)

Sales . 012110 10/4-6
(Non-manufacturing)

Ordinary profits . (010)(011) 10/1-3
(Manufacturing)

Ordinary profits . 212)(111) 10/4-6
(Non-manufacturing)

Capital investment . 112112 09/10-12
(Manufacturing)

Capital investment . (110)(112) 10/4-6
(Non-manufacturing)

SIMULATION SETTINGS

Compare selection procedure for three models:
(1) Fixed model
(2) Select by AIC
(3) Penalized selection

s/Assume that the data are going to be added sequentially, by
period, starting from the 1st quarter of 2009.

*Model selection is performed every four periods.

*In the estimates for each series, a ramp-dummy corresponding to
the collapse of Lehman Brothers is used.




Sales (manufacturing)

M ode IF xed

1 |

1113 1213
ModelAC

N . ”'\/}Q‘“’Eﬁ/\gf -

1113
ModelAK with penalty

M ode IF xed

M ode A K

1113
ModelAC with penalty

- _‘_@_‘ﬁ;“_{ T:@f—-'-“’“e‘“‘“qﬁ::_____::




Ordinary profit (manufacturing)

M ode IF xed

I:::II' ff\\; o3
'&/f

i 1

1113
ModelA

1113
Mode AL w ith penalty

Ordinary profit (non-manufacturing)

M ode IF xed

143
ModelAL with penalty




Investment (manufacturing)

M ode IF xed

1A3
ModelA

1113
ModelAK with penaly

M odeIf ied

-1-_-@-___=_§-. =

4
4

=

1

1143
ModelA L with penalty




AVERAGE REVISION

The average of |Rgj¢41 — Ryl

Fixed 1.135 0.578 6.673 2.165 1.944
AIC 1.108 0.474 6.787 1.656 1.596

AIC with 1.077 0.474 6.786 1.772 1.596
penalty

CONCLUDING REMARKS

 Penalized Model Selection Procedure

 The penalized model selection procedure adopted in the
Financial Statements Statistics of Corporations was
explained.

e Simulation results

* In general, the re-selection of models will reduce the revisions
required for the seasonally adjusted series.

» The impact of the penalized selection method was not clearly
observed.

« Balance Between Accuracy and Stability

* Itis possible that a trade-off occurs between the model
optimality and the seasonal adjustment stability.

* More detailed examination of this possibility may be
required.
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Seasonal Adjustment of CPS Labor Force Series
During the Great Recessionl

Thomas D. Evans and Richard B. Tiller, Bureau of Labor Statistics
Bureau of Labor Statistics, Statistical Methods Staff,
2 Massachusetts Ave. NE, Room 4985, Washington, DC 20212

Key Words: Time Series; Level Shifts; Ramps
Introduction

The Current Population Survey (CPS) is a monthly household survey that collects information on labor
force characteristics for the United States. The seasonally adjusted monthly levels of employment,
unemployment and unemployment rate are key indicators of the health of the economy. Recent economic
turbulence related to the Great Recession has raised public interest in how the CPS series are seasonally
adjusted. The most widely used approaches to seasonal adjustment apply weighted moving averages to
the original data to separate the seasonal from the nonseasonal components of the data. These weights
may be derived from a model fit to each series or from a non-parametric method using pre-determined
filters. These methods have been successful because of their flexibility in accommodating stochastic
changes in seasonal patterns. The presence of stochastic seasonality, however, creates conceptual and
statistical difficulties in separating seasonal from the nonseasonal components. The difficulties are
compounded during periods of rapid economic change.

The national CPS data are adjusted using X-12-ARIMA (Findley, et al., 1998) which is a nonparametric
approach. This method has a long history of development and refinement and is currently used by
statistical agencies throughout the world. This paper reviews how well this method was designed to
handle changes in trend-cycle and seasonality during both economic expansions and contractions, what
tools are available to adjust for major economic shocks, and how the method has performed in the last
recession.

The original X-11 filtering algorithm that performs seasonal adjustment remains at the core of the X-12
process (Shiskin, Young, and Musgrave, 1967). The X-11 part of X-12 has a broad range of seasonal and
trend-cycle filters. The symmetric Henderson trend filter reproduces third-degree polynomials within the
span of the filter which can be as short as one to two years. Thus, the trend filter is flexible enough to
follow rapid changes in growth rates as well as quickly occurring turning points in the trend-cycle.
Towards the end of the series less adaptive asymmetric filters must be used. Although the one-sided
Henderson filter is less flexible, it can still track a local linear trend and with ARIMA forecasting so more
adaptive filters are produced for the end points (Dagum 1983).

A well-known problem with seasonal adjustment is that moving averages are highly vulnerable to
sudden strong atypical changes or outliers. For example, sudden shocks to the trend-cycle can be
absorbed into the seasonal factor estimates and erroneously removed from the seasonally adjusted series.
A second potential source of distortion is a break in the seasonal pattern which some analysts argue is
likely to occur during recessions. Either type of shock may lead to distorted seasonally adjusted estimates
in later years following the recession.

The best way to detect and correct for sudden disturbances is with prior information on their source,
time of occurrence, magnitude, and duration. The original X-11 developers added an option for users to

1 Disclaimer: Any opinions expressed in this paper are those of the authors and do not constitute policy of the Bureau of Labor
Statistics.



supply adjustment factors to the original data to remove the effects of shocks prior to seasonal adjustment.
Users, however, had to develop these prior adjustments outside of the software. This is hardly feasible to
do when there are hundreds or thousands of series to seasonally adjust. With the addition of the
RegARIMA modeling capabilities in X-12 (Findley, et al., 1998), it became standard practice to utilize
the automatic outlier detection routine prior to the seasonal adjustment step. RegARIMA also allows
users to specify their own outlier models.

Currently, there are 144 CPS national series that are directly seasonally adjusted. One hundred and
thirty-nine of these series are released monthly and the others quarterly. Many more are indirectly
seasonally adjusted based on the directly-adjusted series. See Tiller and Evans (2013) for more details.

The focus of this paper is on eight CPS series that make up the national unemployment rate:

Employment (EM) ages 16-19 by gender
Employment ages 20+ by gender
Unemployment (UN) ages 16-19 by gender
Unemployment ages 20+ by gender

The eight series are directly seasonally adjusted and then used to derive the seasonally adjusted
unemployment rate (UR). The official national seasonally adjusted unemployment rate is plotted over
time in Figure 1. The trend for the unemployment rate (not officially published) appears in Figure 2.
Both series rise sharply in the 2008-2009 period. Commentary from Wall Street analysts and other
members of the press suggested that the sharp rise (fall) in UN (EM) from the fourth quarter of 2008 to
the first quarter of 2009 was absorbed into the seasonal component and this caused seasonal adjustment to
overestimate recent economic growth in those quarters (a decline in UN or a rise in EM) and
underestimate in the second and third quarters.

Testing for Trend-Cycle and Seasonal Breaks with RegARIMA Models

To investigate the claims of distortions to the seasonal adjustment process, we use RegARIMA models
to test for the presence of recession effects due to trend-cycle and seasonal breaks. For seasonal breaks
we also use a graphical analysis of X-11 seasonal-irregular (SI) sub-plots by month which will be
described in more detail below.

The RegARIMA model may be represented as,
Yi = X;ﬂ"‘ Z,

where X; is a vector of fixed regressors and Z; follows a seasonal ARIMA model. The parameters of the
ARIMA model implicitly determine the stochastic properties of seasonality as well as trend-cycle and
other components of the series without having to specify specific models for these components. The
variables of the regression part of the model provide the basis for testing for the presence of exogenous
effects, such as trend and seasonal breaks that we wish to estimate and remove from the series prior to
seasonal adjustment to prevent distortions to the X-11 seasonal adjustment process.

Trend breaks can be handled by modeling level shifts (LS), temporary changes (TC), and ramps which
are briefly described below and the form of the regression variables for testing for each effect are shown
in Table 1. These variables are part of a large set of built-in regressors available in RegARIMA.



LS: A permanent abrupt shift in level.
TC: An abrupt change in level followed by a gradual return to normal.
Ramp: A change to a new level with a user specified start (t,) and end date (t;) and a fixed rate of

change per period (1/(t, —t;) .

To test for the presence of seasonal breaks we use the partial change in regime test which is another
predefined option available in RegARIMA. An exogenous shift in the seasonal factors occurring prior to
the change point (o) is modeled in terms of the s-1 seasonal dummy variables (M;;) shown in Table 1.
This effect is referred to as a partial change of regime since it is estimated for only the early span and set
to zero for the complementary span (U.S. Census Bureau, 2013).

LSs and TCs are usually detected during the automatic outlier detection option of RegARIMA. This
option assumes no prior knowledge of the timing or type of outliers. The procedure identifies additive
outliers (AOs), level, and TCs. The setting of the critical value is always an issue since it involves
multiple testing (type 1 errors are inflated) and because the outliers may have no economic explanation.
To reduce the number of spurious outliers, critical values for the outlier T-values (nonstandard
distributions) are adjusted for the number of observations (see Findley, et al., 1998).

Table 1: RegARIMA Outlier Variables

Regression Effect Variable definition
1 t=t

Additive X = 0
0 t=t,

Level shift X =

Temporary change X[© =

(t-t)/(t—t)-1 t,<t<t,

0 t>t,
1 t=j+ks
M =<-1 t=s
0 t=#]j+ks
for j=1,...,5-1;, k=0,1,2,3...; s=12

Temporary Ramp X =

|
{ -1 t<t,
|
|

Partial change of regime in seasonality

Since the automatic outlier identification procedure is run at the end of each year, we make no attempt
to identify LSs in real time. During the recession period, we identified two LSs: May 2008 for (UN) teen
males and UN teen females. Note that the original t-value for the teen females LS was originally only
3.8, even though the default critical value = 4.0 (it varies by series length). Occasionally, an outlier with
a slightly lower T-value may be added to a series if it is believed that doing so will be helpful or if the
effect is known in advance. Should we reduce the critical value during a recession period? An
examination of the “almost” critical outliers identified by the program confirmed our suspicion that
lowering the default critical value would have introduced too many spurious outliers.



Table 2 shows the RegARIMA estimates for the two level shifts. Both LSs have large relative level
increases. Notice that the LS for UN teen females is no longer as significant as additional data lowered
the t-values further below the critical value. An obvious question is whether the LSs for UN teens
affected the seasonally adjusted values? The surprising answer is no, but they did have strong effects on
the trend and irregular components. If we just examined the seasonal factors, we might conclude that no
recession-related LS effects occurred. This point is clearly seen in Figures 3 and 4. However, it is also
important to examine the trend and irregular components for interpreting what happened. The trend in
Figure 5 shows a different story in which the break is clearly noticeable. Without accounting for an LS,
the trend over smoothes the recession effects, and the irregular component (Figure 6) compensates for the
LS. The plot for UN teen females is in Figure 7.

Table 2: RegARIMA Estimates for Level Shifts

Level Shifts from Automatic Outlier Detection

Series Date Coef (exp)? T-Value AICC3 AICC w/o AlCC
w/LS LS Difference

UN M 16-19 | May 2008 1.26 4.4 10,343 10,360 -16.5

UN F 16-19 May 2008 1.17 3.1 10,236 10,243 -6.8

If the LSs were ignored for the UN teen series, the large upward shifts in May would be interpreted as a
random deviation from normal as opposed to a fundamental level shift. Data users would see no
noticeable effect on the seasonally adjusted series since the seasonal patterns are not affected by the LS.

After testing for LSs, we moved to experimenting with ramps. Ramps have not been used for CPS
series and are not commonly used in other applications of seasonal adjustment. Examples of the use of
ramps are given by Buszuwski and Scott (1993), Maravall and Perez (2011), and (Lytras and Bell 2013).

The specification of a ramp is not automated and requires the user to specify beginning and end points
for the adjustment period. This leads to the problem of how to select t, and t;. Since there is not much
guidance without prior information, we can visually look for segments of series where the change appears
to be relatively constant. Another problem is that in this process it can be fairly easy to achieve “better”
fits but they may be spurious. We try to determine this by utilizing the AICC goodness-of-fit criterion.

Test results appear in Tables 3 and 4 below. In Table 3, the exponentiated coefficients show small
effects even though the T-values appear significant. Revisions between the concurrent and most recent
seasonally adjusted values with and without ramps (Table 3) show little differences, yet the AICC tests
seem to indicate a preference for including the ramps as regressors in the model. As the testing is not
conclusive, we examine plots. The seasonally adjusted results for EM 20+ with and without ramps are
plotted in Figure 8. As the coefficient value close to one implies, the addition of the ramp makes almost
no difference. Using the three series with tested ramps to derive the national UR in Figure 9 also shows
only very small differences.

Table3: Ramp Results

Series Ramp Start Ramp End Ramp Coef (exp) T-Value
EM M 20+ Nov 2008 Mar 2009 0.99 -5.66
UN M 20+ Apr 2008 Feb 2009 1.06 4.92
UN F 20+ Apr 2008 Feb 2009 1.04 4.79

2 Coefficients in the tables are exponentiated from logs to levels.

3 See U.S. Census Bureau (2013) for a detailed explanation of the AICC and model-selection criteria in RegARIMA. Models
with minimum AICC are usually preferred.




Table 4: Seasonal Adjustment Revisions due to Ramps and AICC Comparisons

SA Revision Medians, Average
Series Absolute % AlICC W'?\Iégn(’ip Di?f::?e(r:]ce
Official With Ramp
EM M 20+ 0.07 0.08 11,511.45 11,484.39 -27.06
UN M 20+ 0.78 0.81 6,822.91 6,805.60 -17.32
UN F 20+ 0.83 0.81 6.732.70 6,713.66 -19.04

The partial change of regime test for a break in the seasonal pattern is shown in Table 5. While we
tested other months, October 2008 makes sense as a potential breakpoint, yet the AICC criterion rejects
the presence of a deterministic break for all 8 series.

Table 5: AICC Results for Seasonal Breaks for October 2008

AICC
Series No Break With Break Difference
EM M 16-19 10,698.7 10,711.3 12.7
EM F 16-19 10,672.0 10,685.4 13.3
EM M 20+ 11,5115 11,517.7 6.2
EM F 20+ 11,525.6 11,527.9 2.2
UN M 16-19 10,343.3 10,348.6 5.3
UN F 16-19 10,235.7 10,257.7 22.0
UN M 20+ 6,822.9 6,829.9 7.0
UN F 20+ 6,732.7 6,748.4 15.7

We further explore the possibility of a seasonal break with a visual examination of X-11 Sl sub-plots
for each series. The Sl is the de-trended series produced in the X-11 part of the procedure. The trend-
cycle is estimated by the Henderson filter and removed from the original series. The seasonal factors are
later derived by smoothing the Sls by month, usually with a 3x5 moving average. These Sl sub-plots by
months are useful for identifying potential breaks in seasonality. However, our examination found no
apparent breaks for any of the eight series. An example of an Sl sub-plot is shown in Figure 10.

Performance of Post-Recession Seasonal Adjustment

The NBER dates the Great Recession as lasting from December 2007 to June 2009. We use the period
January 2008-December 2009 as a more relevant recession period for the labor market since the
unemployment rate doubled and then began to decline around January 2010. Largely because NBER
dating procedures depend heavily on real product and income measures, it is not unusual for labor market
recovery to lag the end of NBER designated recessions.

In order to examine the effect of the recession data (January 2008-December 2009) on the January
2010-March 2012 period for the national UR, we treated the recession data as missing. When
observations are set to zero, RegARIMA automatically adds AO regressors to produce forecasts based on
pre-recession data. The original series with forecasted values for the recession period was seasonally
adjusted with a January 2010 level shift added to the model. Since unemployment is still much higher in
2012 compared to pre-recession levels, we use the term “post-recession” advisedly.

The officially seasonally adjusted national UR series is plotted against the seasonally adjusted series
with recession data replaced with forecasts in Figure 12. Note how the seasonally adjusted series with the
recession data forecasted ignores the actual rise due to the recession. Starting in 2010, the two series




become very close again which indicates that the recession data does not affect the post-recession
seasonal adjustment much.

In November 2010, an upward blip occurs in the seasonally adjusted national UR series (see Figure 12).
Various sources have attributed this movement to seasonal bias (for example, see Zentner, et al., 2011).
Actually, the blip is due to variation in the irregular component that was eliminated by the trend filter. In
short, we see no evidence of seasonal bias during the post-recession period in question.

Summary

Our overall analysis of the performance of the seasonal adjustment for the CPS national unemployment
rate is that there is no evidence of trend or seasonal breaks that biased the adjustments during the post-
recession period. The major findings are:

o Six of the eight series analyzed need no outlier adjustments during the recession.

o Recessionary level shifts were identified in the normal way for UN male and female teenagers.
This reduced the irregular variation but had little effect on the seasonally adjusted series.

e Fitting ramps models had little effect.

¢ Removing the recession data had little effect.

e The standard X-11 symmetric filters appear to perform well during and after the 2008-2009
recession.
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Figure 1: Official National Seasonally Adjusted Unemployment Rate
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Figure 2: National Unemployment Rate Trend (not published)
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Figure 3: Level Shift Effect on UN Male Teen Multiplicative Seasonal Factors
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Figure 4: Level Shift Effect on UN Male Teen Seasonally Adjusted Series
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Figure 5: Level Shift Effect on UN Male Teen Trend Component
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Figure 7: Level Shift Effect on UN Female Teen Seasonally Adjusted Series
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Figure 8: Seasonally Adjusted EM M 20+ with and without Ramps
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Figure 10: Seasonal-Irregular Sub-Plot by Month Example
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Figure 11: Seas Adj National UR with Recession Data (2008-2009) Removed
e o o o SA with recession replaced with forecasts
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X-12 (X-13ARIMA-SEATYS)
——  RegARIMA Models

Automatic Outlier detection, other

Seasonal Adjustment

Basic X-11
. (withenhancements)
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Seasonal Adjustment during
recession

= Are standard procedures used to
estimate seasonal factors during non-
recession periods applicable to
recession periods?

= Do the standard trend & seasonal filters
adequately reflect recessions?

= Does the standard automated outlier
detection need to be modified?
M = Reduce critical values for outlier identification
7~ = Introduce user-specified outlier types
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Structural Change associated
with recessions

m Trend breaks

m Seasonal breaks

[\S]

Ly,
2
[es]

>
=

\
d

11

BLS

Types of Trend Breaks

m Level shift (LS)—permanent abrupt shift
In level occurring from a single month
onward

m Temporary change (TC)—abrupt change
In level followed by gradual return to
normal

m Ramp—a change to a new level with a
start & end date and a fixed rate of
change per period
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Detection of Seasonal Breaks

m Analysis of Sl plots for
discontinuities

m Partial test of regime change for
seasonal breaks with RegArima
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National CPS Series

m Eight series: UN and EM adults and
teens by gender

m These 8 series are used to derive
the national unemployment rate
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National Trend Unemployment
Rate (not published)
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Outlier Issues related to
2008-09 recession

m Were there recession related breaks in trend and/or
seasonal patterns that caused distortions to the
seasonal adjustment process in the post-recession
period?

m Was the sharp rise (fall) in unemp (emp) from the
4th quarter of 2008 into the 1st quarter of 2009
absorbed into the seasonal component?

» Did this cause seasonal adjustment to over estimate recent
economic growth in 4th & 1st quarters (decline in unemp,
increase in emp.) & underestimate in 2" and 3@ quarters

_gﬁ” (increase in unemp, decrease in emp.) ?
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Types of Diagnostic tests for
recession effects

m Trend breaks:
» Automatic outlier detection
» Experiment with ramps

m Seasonal Breaks

» Examine Sl sub-plots by month for
discontinuities during recession period

» Partial change of regime regression test
< with change point = Oct 2008
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Results for Level Shifts

m Automatic outlier identification run at the end of each
year, no attempt to identify LS in real time
» use default critical value = 4.0

m Identified 2 LS’s during recession period:
» May 2008 LS for UN teen male
» May 2008 LS for UN teen female (almost critical value =3.8)

m Reduce critical value?

» too many spurious outliers, examine “almost” critical outliers
for borderline cases

» prefer intervention analysis based on prior information, need
justification, avoid fishing exercises

<
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RegArima estimates for Level
Shifts
Level Shifts from Automatic Outlier Detection
. Coef T- AICC AICC .
Series Date (exp) {value; w/LS w/olLS Dif
UN M 16-19; May 08 . 4.4 10,343 :10,360: -16.5
UNF16-19 | May 08 \1.17 3.1 110,236 /10,243 -6.8
~
\
v UN F 16-19 LS identified with data where t-stat Large relative
_— almost met the critical value. Additional data level increases
125"::;” lowered t-value further below critical value 20

BLS




Did LS’s for Unemp
teenagers affect SA?

m Surprisingly no, but major effects on
trend & irregular components

m If we just examined the seasonal
factors would conclude no recession
related LS effect occurred

m Trend & irregular components important
for interpreting what happen

o
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LS had little affect on seasonal
factors for male teens...

0.0

——Official SF ===-No LS SF

)
|

0.0

Millions

Al
d
%
2
%,
4
%
&
%.
A
S,
%
%
%
%,
o
%
%.
%

125 YEARS 22

BLS




...which means little affect on SA
series...
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... trend clearly shows LS...

UN M 16-19
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..variability in IRR causes steep
MayO8 rise in SA w/0 LS
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BLS

Same result for Female teens
but less clear case for LS

UN F 16-19
....... Unadj —SA —SAw/0 LS
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Summary on Level Shifts

m Normal automatic outlier identification found
recession related LS’s for 2 out of 8 series

m If LS’s ignored for unemp teens, large upward
shift in May would be interpreted as a
random deviation from normal as opposed to
a fundamental level shift

m Data users would see no noticeable effect on
i the SA series since seasonal patterns not

125::§RS ff t L. 27
A affected by LS

Experiment with Ramps

m Ramps:
» Not used for CPS series

» Early interest in ramps for BLS price indexes
(Buszuwski and Scott, 1993)

» Used in selected BLS producer and consumer price
indexes

» Recent interest in ramps (U.S. Bureau of Census,
Bank of Spain)
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Ramps

-

0 t, <t
-1,
RP =AX, X = t, <t<t,
tl_tO
1 t, <t

m Constant rate of change (1/( t; — t,)) over
interval t, : t; to a new level (1)

m Not automated, requires user to specify
-g’” beginning & end points of adjustment period
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How to select t, & t,?

m Not much guidance in absence of prior
Information

m Visually look for segments of series
where change appears to be relatively
constant

m Fairly easy to achieve “better” fits but
are they spurious?
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Results for CPS Data

Ramps
. Ramp Ramp Exp Ramp .
EM M 20+ 2008.Nov  2009.Mar 0.99 -5.66
UN M 20+ 2008.Apr 2009.Feb 1.06 4.92

UN F 20+ 2008.Apr 2009.Feb

Revision Medians Avg Abs %6

Official With AICC AICC w/ AICC Dif
Ramps Official Ramp
EM M 20+ 0.07 0.08 11,511.45 11,484.39
I UN M 20+ 0.78 0.81 6,822.91 6,805.60
= UN F 20+ 0.83 0.81 6,732.70 6,713.66
ﬁ‘fﬁ Pass minimum AICC criterion?/7 31
Ramp coefficients imply small
effect, illustrated with EM M 20+
---Unadj ——SeasAdj ---SeasAdjw/Ramp
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Modeling ramps had little
effect on National UR
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Evidence on Seasonal
breaks

m Seasonal Breaks
Visual examination of SIs show no
apparent breaks

m AICC test rejects presence of
deterministic seasonal break in all 8
series, breakpoint = Oct 2008
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Seasonal-irregular (Sl1)

m De-trended series produced by X-11

» Estimate & remove trend-cycle from
original series using Henderson filter

» seasonal factors are derived by smoothing
SI's by month usually with a 3x5 MA

m S| sub-plots by month useful for
identifying potential breaks in
<  seasonality—found no evidence of

125"Y._E-:RS breakS 35
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Seasonal-Irregular sub-plots by
month

January Unmodified SI vs SF for Official Series
EM M 20+ Seas Fil=3x5
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UN M 20+ Monthly Unmeodified SI Sub-Plots for Official Series

RV = SI Replacement Values
SF = Seasonal Factors (3x5 MA of SI)
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AICC criterion rejects
Seasonal break in all 8 series

Series

EM M 16-19
EM F 16-19
EM M 20+
EM F 20+
UN M 16-19
UN M 16-19
UN M 20+
UN F 20+

breakpoint = Oct 2008

Official
10,698.7
10,672.0
11,511,5
11,525.6
10,343.3
10,235.7

6,822.9
6,732.7

w/Break
10,711.3
10,685.4
11,517.7
11,527.9
10,348.6
10,257.7
6,829.9
6,748.4

Dif
12.7
13.3

6.2

2.2

5.3
22.0

7.0
15.7
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Performance of Post-Recession
Seasonal Adjustment

m Examine by treating the recession data as
missing (Jan 2008-Dec 2009) when
seasonally adjusting Jan 2010-Mar 2012

» Set recession values as missing, RegARIMA
automatically adds AO regressors to produce
forecasts based on pre-recession data

» Original series with forecasted values for 2008-09
seasonally adjusted with Jan2010 level shift added
m Not very insightful exercise since
e unemployment still much higher than pre-
= recession levels
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SA UR with recession data removed
(recession period 2008-09)
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Nov 2010 blip due to IRR (not seasonal
bias) eliminated by trend filter

------- Unadj -=—Sea Adj

SA behavior during this 7
period has been attributed
to seasonal bias
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Summary

m Six of eight series needed no outlier
adjustments during recession

m Recessionary level shifts identified in normal
way for unemp. male & female teenagers,
reduced IRR variation, little effect on SA series

m Fitting ramp models had little effect
® Removing recession data had little effect

m Standard X-11 symmetric filters appear to
perform well during & after 2008-09 recession
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New Research

Seasonal Adjustment and the
Great Recession: Implications
for Statistical Agencies

Richard B. Tiller and Thomas D. Evans
Bureau of Labor Statistics

to be presented at:

"EA: 2014 Joint Statistical Meetings in Boston
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