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Abstract

We study an equilibrium-based continuous asset pricing problem for the securities mar-
ket. In the previous work [16], we have shown that a certain price process, which is given by
the solution to a forward backward stochastic differential equation of conditional McKean-
Vlasov type, asymptotically clears the market in the large population limit. In the current
work, under suitable conditions, we show the existence of a finite agent equilibrium and its
strong convergence to the corresponding mean-field limit given in [16]. As an important
byproduct, we get the direct estimate on the difference of the equilibrium price between
the two markets; the one consisting of heterogeneous agents of finite population size and
the other of homogeneous agents of infinite population size.

Keywords : mean field games, equilibrium in incomplete markets, common noise, market
clearing, price formation

1 Introduction

In many of the applications of financial mathematics, such as optimal trading and derivatives
pricing, the securities price processes are typically assumed exogenously, for example, by the
Black-Scholes, Heston or SABR models. The parameters used in the processes are somehow
calibrated so that they reproduce, at least approximately, the important properties observed
in the market. This is by far the dominant approach being adopted by practitioners due to its
flexibility and simplicity for implementation. However, within this framework, we cannot ask
how and why such price processes appear in the market. In particular, the relation between the
price processes and the characters of the market participants are just left unquestioned. The
central theme of the current paper is to determine the price processes endogenously in terms
of the behaviors of rational financial firms by requiring a rather obvious but a very important
condition: the demand and supply of the securities must always be balanced, which is the
so-called the market clearing condition. This is the problem of equilibrium price formation.
We are going to derive the price processes based on the agents’ preferences (i.e. cost functions)
and investigate what happens in the large population limit.

∗To appear in SIAM Journal on Financial Mathematics. Previously titled as A Finite Agent Equilibrium in
an Incomplete Market and its Strong Convergence to the Mean-Field Limit.

†Quantitative Finance Course, Graduate School of Economics, The University of Tokyo.
‡Quantitative Finance Course, Graduate School of Economics, The University of Tokyo.
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The problem of equilibrium asset price formation has been one of the central issues in
financial economics for a long time. Its intrinsic difficulty comes from the stochastic differential
games among many agents. Recent developments of Mean Field Game (MFG) theory have
opened a new interesting approach to multi-agent problems. Since the publication of the
pioneering works by Lasry & Lions [36, 37, 38] and Huang, Malhame & Caines [25, 26, 27, 28],
mean field game theory has been one of the most active research topics in various fields.
The strength of the mean field approach resides in the fact that it decomposes a difficult
problem of a stochastic differential game into a tractable individual optimization problem and
an additional fixed-point problem in the large population limit. It has been proved that the
solution to the mean-field game equilibrium gives an ϵ-Nash equilibrium for the corresponding
game of finite homogeneous agents. For interested readers, there are excellent monographs
such as [2, 21, 22, 31] for analytic approach and [4, 5] for probabilistic approach based on
forward-backward stochastic differential equations (FBSDEs) of McKean-Vlasov type. See
also [3, 8, 9, 32, 33, 34] for another approach using the concept of relaxed controls, which does
not produce any equation characterizing the equilibrium solution but can significantly weaken
the regularity assumptions we need.

Since the mean-field game theory has been developed for the analysis of the Nash equilib-
rium, examples of its direct applications to the market clearing equilibrium are very hard to
find. In the majority of works, certain phenomenological approaches are taken. One popular
approach is to suppose that the asset price process is decomposed into two parts, one is an
exogenous process which is independent of the agents’ action, and the other representing the
market friction (i.e. price impact) which is often assumed to be proportional to the average
trading speed of the agents. Another approach is to impose the market clearing condition but
the demand of the asset is assumed to be given by an exogenous function of price without
considering the optimization problem among the agents. See [1, 7, 10, 11, 12, 13, 14, 24, 39] as
interesting applications to, optimal trading, optimal liquidation, optimal oil production, and
price formation in electricity markets etc., using the phenomenological approaches explained
above. Although this approach makes the setup nicely fit to the Nash game, the market clearing
equilibrium cannot be investigated anymore. In fact, the relation between the price processes
and the trading activities are just assumed exogenously. Notable exceptions dealing with the
market clearing equilibrium in the large population limit can be found in [23, 42] for electricity
markets, where the price process becomes deterministic due to the absence of the common
noise.

In the previous paper [16], we have investigated the problem of equilibrium price formation
in an incomplete securities market. Each financial firm (agent) was assumed to minimize its
cost via continuous-time trading with the securities exchange while facing the systemic and
idiosyncratic noises as well as the stochastic order-flows from its over-the-counter clients. In
contrast to [23, 42], the analysis was carried out in the presence of common noise. The price
process of the n securities (ϖt)t∈[0,T ] is only required to be square integrable and progressively
measurable. The adopted cost function is a natural generalization of those used in optimal
liquidation problems. The running as well as the terminal costs depend not only on the position
size of the securities but also on the equilibrium priceϖ which is to be determined endogenously.
We found that the solution to a certain FBSDE of conditional McKean-Vlasov type gives an
approximate of the equilibrium price process which clears the market asymptotically in the
large population limit.

The crucial variables are the (optimal) trading speed α̂i
t of each agent i, 1 ≤ i ≤ N . The

quantity α̂i
tdt denotes the number of shares of the securities bought (or sold if negative) at the
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exchange within the time interval [t, t + dt] by the ith agent. We found in [16] that a certain
price process (ϖt)t∈[0,T ] gives rise to the optimal trading strategies (α̂i)i∈N among the agents
which satisfy

lim
N→∞

1

N

N∑
i=1

α̂i
t = 0, dt⊗ dP− a.e. (1.1)

This is the asymptotic market clearing in the average sense, i.e. the excess demand per capita
converges to zero. However, two important question remains unanswered. Firstly, the existence
of the market clearing equilibrium among finite number of agents remains unknown. Secondly,
although the price process (ϖt)t∈[0,T ] clears the market asymptotically, it does not directly tell
how close it is to the equilibrium securities price process in the finite population market (if it
exists). In the current paper, we answer these questions. Our first contribution is the proof
of existence of the market clearing equilibrium in the finite population market. By relaxing
the information assumption for each agent, we are able to characterize the equilibrium among
the N agents by a system of N fully-coupled FBSDEs. The existence of a unique solution is
proved by exploiting the convexity as well as monotone conditions of the coefficient functions.
Although the mathematical technique is the standard one [41], to the best of the authors’
knowledge, this is the first application of the method for proving the existence of equilibrium
in an incomplete market of finite population size. In contrast to the existing literature, most
of which adopt the exponential-type utility function with respect to the terminal wealth, the
proposed method allows us to handle general functional forms for cost (or utility) functions
as long as they satisfy a certain set of convexity and monotonicity conditions. Moreover, the
existing works usually suppose a priori that the price process to have a simple diffusion form
with constant volatility and focus solely on finding an appropriate drift term, while we only
require the minimal assumption of square integrability. See, for examples, [29, 30, 44, 45] and
references therein.

Our second (and main) contribution is to build a direct bridge connecting the equilibrium
among the finite number of agents and its large population limit by showing the strong con-
vergence of the system of FBSDEs to that of conditional McKean-Vlasov type found in [16].
Since the convergence involves the backward components of the FBSDEs, it can be called the
backward propagation of chaos. Note that, this is a very rare example where one can prove
the convergence of the equilibrium of finite number of agents to the corresponding mean-field
limit, except the cases of explicitly solvable linear quadratic setups. Although one can find
related results on backward propagation of chaos in the recent work [40], let us emphasize that
the proof of convergence based on the monotonicity conditions for an arbitrary time interval
was given in the first time in [17] (Oct. 2020), which is the first preprint version in arXiv of
our current work. We shall give more details on this point in Remark 4.3. In addition, as an
important byproduct, we obtain the stability relation for the market clearing price between
the two markets, the one is the finite population market and the other is its large population
limit. Using the stability property of the FBSDEs, we also give direct estimate on the difference
between the equilibrium price among the heterogeneous agents and that for the homogeneous
mean-field limit in terms of the difference of coefficients and the size of population. Finally, the
convergence to the mean-field limit reveals a role of the securities market as an efficient filter
which removes the idiosyncratic noises from the equilibrium price process. As the studies of the
price formation with common noise, let us also refer the very recent publications [19, 20]. In
particular, [20] investigates the price formation of a single commodity with a random supply by
making use of the method of calculus of variations, where assumptions on the state dynamics
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as well as the cost functions are also different from ours.
The organization of the paper is as follows: In Section 2, the notations used in the paper are

explained. In Section 3, the first major result regarding the existence of the unique equilibrium
among the finite number of agents is given (Theorems 3.2 and 3.3). Section 4 is devoted to prove
the strong convergence of the finite-agent equilibrium to its mean field limit (Theorem 4.2),
which is the second major result of the paper. The stability result between the equilibrium
price for the finite heterogeneous agents and the mean field limit of homogeneous agents is also
discussed. Concluding remarks are given in Section 5.

2 Notations

We use the same notations adopted in the work [16]. We introduce (N+1) complete probability
spaces:

(Ω
0
,F0

,P0
) and (Ω

i
,F i

,Pi
)Ni=1 ,

endowed with filtrations Fi
:= (F i

t)t≥0, i ∈ {0, · · · , N}. Here, F0
is the completion of the

filtration generated by d0-dimensional Brownian motion W 0 (hence right-continuous) and, for

each i ∈ {1, · · · , N}, Fi
is the complete and right-continuous augmentation of the filtration

generated by d-dimensional Brownian motions W i as well as a W i-independent n-dimensional
square-integrable random variables (ξi). Basically, the quantities indexed by zero are relevant
for the noise and information common for all the agents. We also introduce the product
probability spaces

Ωi = Ω
0 × Ω

i
, F i, Fi = (F i

t )t≥0, Pi , i ∈ {1, · · · , N}

where (F i,Pi) is the completion of (F0⊗F i
,P0⊗Pi

) and Fi is the complete and right-continuous

augmentation of (F0
t ⊗ F i

t)t≥0. In the same way, we define the probability space (Ω,F ,P)
endowed with F = (Ft)t≥0 as a product of (Ω

i
,F i

,Pi
;Fi

)Ni=0.
For discussing the large population limit, we denote by (Ω

∞
,F∞

,P∞
;F∞

) the product of

(Ω
i
,F i

,Pi
;Fi

)∞i=0, and also by (Ω∞,F∞,P∞;F∞) the product of (Ω
0
,F0

,P0
;F0

) and (Ω
∞
,F∞

,P∞
;F∞

),
constructed in the same fashion as above. Unless otherwise stated, every probability space is
complete and the every filtration satisfies the usual conditions by standard completion and
augmentation.

Throughout the work, the symbol L denotes a given positive constant, the symbol C a
general positive constant which may change line by line. For a given constant T > 0 and any
measurable space (Ω,G) with the filtration G := (Gt)t≥0, we use the following notations for
frequently encountered spaces:
• L2(G;Rd) denotes the set of Rd-valued G-measurable square integrable random variables.
• S2(G;Rd) is the set of Rd-valued G-adapted continuous processes X satisfying

||X||S2 := E
[
sup

t∈[0,T ]
|Xt|2

] 1
2 < ∞ .
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• H2(G;Rd) is the set of Rd-valued G-progressively measurable processes Z satisfying

||Z||H2 := E
[(∫ T

0
|Zt|2dt

)] 1
2
< ∞ .

• L(X) denotes the law of a random variable X.
• P(Rd) is the set of probability measures on (Rd,B(Rd)).
• Pp(Rd) with p ≥ 1 is the subset of P(Rd) with finite p-th moment; i.e., the set of µ ∈ P(Rd)
satisfying

Mp(µ) :=
(∫

Rd

|x|pµ(dx)
) 1

p
< ∞ .

We always assign Pp(Rd) with (p ≥ 1) the p-Wasserstein distance Wp, which makes Pp(Rd) a
complete separable metric space. It is defined by, for any µ, ν ∈ Pp(Rd),

Wp(µ, ν) := infπ∈Πp(µ,ν)

[(∫
Rd×Rd

|x− y|pπ(dx, dy)
) 1

p
]

(2.1)

where Πp(µ, ν) denotes the set of probability measures in Pp(Rd × Rd) with marginals µ and
ν. For more details, see [4, Chapter 5].
• m(µ) denotes the expectation with respect to µ ∈ P(Rd), i.e.

m(µ) :=

∫
Rd

xµ(dx).

• For any N variables (xi)Ni=1, we write its empirical mean as

m((xi)) :=
1

N

N∑
i=1

xi.

We frequently omit the arguments such as (G,Rd) in the above definitions when there is no
confusion from the context.

3 Equilibrium in the finite population market

Our first goal is to prove the existence of the unique market clearing equilibrium for a stylized
model of securities market and its characterization by the system of FBSDEs. Although the
securities market we are going to study is essentially the same as the one used in the previous
work [16, Section 3], we shall give the details for the readers’ convenience.

3.1 Description of the problem

We consider the equilibrium-based pricing problem of n types of securities labeled by k, 1 ≤
k ≤ n, which are continuously traded via the securities exchange in the presence of a large
number of rational financial firms (agents) indexed by i, 1 ≤ i ≤ N . Throughout this section,
we work on the probability space (Ω,F ,P) and the expectation is taken under P.

Every agent is supposed to have many small individual clients who can trade the securities
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only with the agent via the over-the-counter (OTC) market and have no direct access to the
exchange.1 We denote the market price process of the n securities by an Rn-valued process
(ϖt)t∈[0,T ], the detailed mathematical properties of which are to be discussed later. Here,

(ϖt)
k denotes the market price of the kth security at time t. In our model, the state process

(Xi
t)t∈[0,T ] of each agent i, 1 ≤ i ≤ N , is given by the time evolution of his/her position size in

the n securities. For example, let us suppose that the kth security is an equity of a certain firm.
Then (Xi

t)
k denotes the number of shares of the equity possessed by the ith agent at time t.

If it is negative, it means that the agent is taking the short position. Each agent i, 1 ≤ i ≤ N ,
controls the trading speed of the securities (αi

t)t∈[0,T ] via the exchange within some space of

admissible strategies A. More precisely, (αi
t)
kdt, 1 ≤ k ≤ n, denotes the number of shares of the

kth security bought (or sold if negative) within the time interval [t, t+ dt] by the ith agent. In
addition to the trading via the exchange, the position size of each agent is affected by his/her
market making via the OTC market with individual clients. Although, in the real market, each
financial firm dynamically controls bid-offer spreads in order to earn trading fees and to affect
the order flows from his/her clients in a favorable manner to his/her profit, we treat, in this
work, the order flows via the OTC market exogenous and concentrate on the optimal trading

problem via the securities exchange for simplicity. We denote by (c0t )t≥0 ∈ H2(F0
;Rn) with

c0T ∈ L2(F0
T ;Rn) the cash flows from the securities or the market news commonly available to

all the agents, while by (cit)t≥0 ∈ H2(Fi
;Rn) with ciT ∈ L2(F i

T ;Rn) some independent factors
and news affecting only on the agent i.2 Moreover, we assume that (cit)t≥0 have the common
law for all 1 ≤ i ≤ N .

Let us introduce the measurable functions, li : [0, T ] × (Rn)3 → Rn, σ0
i : [0, T ] × (Rn)3 →

Rn×d0 and σi : [0, T ] × (Rn)3 → Rn×d, for 1 ≤ i ≤ N . Using them, we now express the state
dynamics (i.e. position size) of each agent i, 1 ≤ i ≤ N , by

dXi
t =

(
αi
t + li(t,ϖt, c

0
t , c

i
t)
)
dt+ σ0

i (t,ϖt, c
0
t , c

i
t)dW

0
t + σi(t,ϖt, c

0
t , c

i
t)dW

i
t

with Xi
0 = ξi ∈ L2(F i

0;Rn). ξi denotes the initial position size of the ith agent and is assumed
to be independently and identically distributed (i.i.d.) among 1 ≤ i ≤ N . In addition to αi

tdt
representing the change due to the direct trading via the exchange, there also exist contri-
butions from the order flows via the OTC market: li(t,ϖt, c

0
t , c

i
t)dt and

(
σ0
i (t,ϖt, c

0
t , c

i
t)dW

0
t

, σi(t,ϖt, c
0
t , c

i
t)dW

i
t

)
denote their finite and infinite variation parts, respectively. We naturally

expect that these order flows are dependent on the price of the securities, common as well
as idiosyncratic informations. Suppose, for example, (li)

k(t,ϖt, c
0
t , c

i
t) < 0. This means that

the clients of the ith agent are buying the kth security from the agent via the OTC market
with the net speed |(li)k(t,ϖt, c

0
t , c

i
t)| at time t. The two infinite variation terms represent the

noise in the order flows. Note that, in addition to the random initial states (ξi)Ni=1, we have
d0-dimensional common noise W 0 and N d-dimensional idiosyncratic noises (W i)Ni=1. Since we
impose no restriction on the size among (n, d0, d,N), we have an incomplete securities market
in general.

Under such an environment, each agent tries to minimize his/her cost by controlling the
trading speed αi := (αi

t)t∈[0,T ]. We suppose that the problem for each agent 1 ≤ i ≤ N is given

1In fact, only credit-worthy registered financial firms are allowed to directly participate in the securities
exchange. The individual investors and non-financial firms can trade the securities with these registered firms
playing the role of financial intermediaries. This is called the over-the-counter (OTC) market.

2The dimensions of c0 and ci are chosen to be n only for the notational simplicity. One can assign any fixed
dimensions for them so that they can represent any factors that affect the agents’ cost functions.
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by
inf
αi∈A

J i(αi) , (3.1)

where the cost functional J i(·) will be specified later. The space of admissible controls A is
assumed to be common for every agent and is given by A := H2(F;Rn), i.e. the space of
F-progressively measurable processes α satisfying

E
∫ T

0
|αt|2dt < ∞.

Remark 3.1. The above definition of the space of admissible strategy A = H2(F;Rn) implies

that each agent knows, in addition to the common information F0
, all the idiosyncratic infor-

mation (Fi
)Ni=1. In other words, we assume the so-called the perfect information. To the best

of the authors’ knowledge, the same information assumption is used in the existing literature
dealing with the market equilibrium with finite population. Ideally, we would like to restrict the
information set available to each agent i to the filtration (σ{ϖs : s ≤ t}∨F i

t )t≥0. Interestingly,
we shall see in later sections that the above idealistic situation is actually realized in the large
population limit.

Definition 3.1 (market clearing condition). The market clearing condition is defined by

N∑
i=1

αi
t = 0, dt⊗ dP-a.e.,

i.e. the demand and supply of each security always balance among the N agents.

Definition 3.2 (market clearing equlibrium). If there exists an optimal solution α̂i to (3.1)
for every agent 1 ≤ i ≤ N , and if the set of (α̂i)Ni=1 satisfies the market clearing condition, we
call the solution the market clearing equilibrium.

For each agent 1 ≤ i ≤ N , let us introduce the following cost functions; fi : [0, T ]×(Rn)5 →
R, gi : (Rn)4 → R, f i : [0, T ]× (Rn)4 → R and gi : (Rn)3 → R, which are Borel measurable and
supposed to have the following form:

fi(t, x, α,ϖ, c0, c) := 〈ϖ,α〉+ 1

2
〈α,Λα〉+ f i(t, x,ϖ, c0, c),

gi(x,ϖ, c0, c) := −b〈ϖ,x〉+ gi(x, c
0, c) .

(3.2)

The associated cost functional is defined by

J i(αi) := E
[∫ T

0
fi(t,X

i
t , α

i
t, ϖt, c

0
t , c

i
t)dt+ gi(X

i
T , ϖT , c

0
T , c

i
T )
]
.

In the above expression, fi and gi denote the running and the terminal costs, respectively. Let
us explain the economic meaning of each term. By buying (or selling if negative) with speed
αt, each agent pays (or receives if negative) 〈αt, ϖt〉dt amount of cash in the time interval
[t, t + dt]. In addition to this direct cost, we suppose that each agent has to pay the service
fees to the securities exchange 1

2〈αt,Λαt〉dt where Λ is an n×n positive definite matrix. These
costs are represented by the first two terms of the function fi. The first term of gi denotes
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the mark-to-market value at the closing time with some discount factor b < 1.3 The above
three terms are assumed to be common across the agents since there is no strong motivation
to suppose otherwise.

The remaining terms represented by functions f i and gi can be used to distinguish various
characters among the agents. The function f i is supposed to represent the running costs which
can be dependent on the position size, cash flows, prices of the securities as well as any relevant
news available to each agent. The function gi puts some penalty on the position size at the
terminal time T . In particular, we can make the ith agent more risk averse by assigning stronger
convexity on x for f i and/or gi.

Although the existence of c0 and ci will not play any significant mathematical role, the
inclusion of these processes are crucial to construct a meaningful economic model.

Example 3.1. Suppose that the n securities have continuous dividend payments (c0t )t∈[0,T ) as
well as the rump-sum payment c0T at time T . In this case, it may be natural to consider

f i(t, x,ϖ, c0, c) = −〈c0, x〉+ f
′
i(t, x,ϖ, c),

gi(x, c
0, c) = −〈c0, x〉+ g′i(x, c),

with some appropriate measurable functions f
′
i and g′i. Here, the first term 〈c0, x〉 denotes the

benefit from the receipt of the cash flow.

Remark 3.2 ( price (ϖ)-dependence in the cost and coefficient functions ). Let us emphasize
that in the current and previous [16] works, we allow the price-dependence in the running cost
(f i) and also in the coefficient function (li) of the sate (Xi) dynamics. This is particularly
because we want to capture self (de)excited behaviors among the agents as well as the OTC
clients with respect to the price actions in the market and to investigate their impacts on the
equilibrium price dynamics. For example, since 〈ϖt, X

i
t〉 denotes the mark-to-market value at

t, its higher value is likely to make the ith agent happier (i.e. higher utility) and hence implies
his/her lower cost. We will see in Assumptions 3.3 and 4.1 that we need certain conditions
among these terms to make the equilibrium well-posed. Some economic interpretations are
available in the discussion given at the end of Section 3. Another important reason to include
ϖ-dependence is to capture the cash flows from a certain type of securities. In fact, the foreign
currencies and some equities have dividend payments proportional to their market values. For
example, if the dividend yield is denoted by µ for this type of asset (say k), we can capture its
cash flow by including (−1)µϖk

t (X
i
t)

k in the cost function f i.

In order to discuss the equilibrium among large (or infinite) number of agents, we need the
following concept.

Definition 3.3 (price taker). An agent is called a price taker if he/she behaves under the
assumption that there is no price impact from his/her trading.

The next assumption is used throughout the current work.

Assumption 3.1. Every agent 1 ≤ i ≤ N behaves as a price taker.

3We shall see that the condition b < 1 is necessary to obtain well-defined terminal condition for the equilib-
rium.
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This is a very natural assumption if N is sufficiently large since every agent knows that
he/she has only a negligible market share and hence has no capability of affecting the securities
price. In fact, except the special situation4, this is a common assumption used among the
practitioners. For example, if we adopt a certain stochastic price process such as Black-Scholes
or SABR model and then use it for pricing financial derivatives or constructing the optimal
portfolio, then we are actually behaving as price takers. As one can easily guess, the vast
majority of macro economic problems have also been studied under this assumption.

Note that, under Assumption 3.1, (3.1) becomes the standard optimization, in which every
agent does not consider his/her price impact and just treats (ϖt)t∈[0,T ] as a given price process.
As a result, it is not difficult to solve it under the appropriate conditions. Note however that
the set of solutions (α̂i

t, t ∈ [0, T ], 1 ≤ i ≤ N) does not satisfy the market clearing condition in
general with a given (ϖt)t∈[0,T ]. Our first task is to find an appropriate (ϖt)t∈[0,T ] so that it
gives the market clearing equilibrium among the N price takers.

3.2 Individual optimization problem

We are now going to solve the individual optimization problem (3.1) for a general given price
process for the n securities (ϖt)t∈[0,T ] ∈ H2(F;Rn). Let us introduce the following assumptions
on the cost functions.

Assumption 3.2. Uniformly in 1 ≤ i ≤ N , we assume the following conditions:
(i) Λ is a positive definite n× n symmetric matrix with λ|θ|2 ≤ 〈θ,Λθ〉 ≤ λ|θ|2 for any θ ∈ Rn

where 0 < λ ≤ λ are some constants.
(ii) For any (t, x,ϖ, c0, c) ∈ [0, T ]× (Rn)4,

|f i(t, x,ϖ, c0, c)|+ |gi(x, c0, c)| ≤ L(1 + |x|2 + |ϖ|2 + |c0|2 + |c|2) .

(iii) f i and gi are once continuously differentiable in x and, for any (t, x, x′, ϖ, c0, c) ∈ [0, T ]×
(Rn)5,

|∂xf i(t, x
′, ϖ, c0, c)− ∂xf i(t, x,ϖ, c0, c)|+ |∂xgi(x′, c0, c)− ∂xgi(x, c

0, c)| ≤ L|x′ − x| ,

and |∂xf i(t, x,ϖ, c0, c)|+ |∂xgi(x, c0, c)| ≤ L(1 + |x|+ |ϖ|+ |c0|+ |c|).
(iv)The functions f i and gi are convex in x in the sense that

f i(t, x
′, ϖ, c0, c)− f i(t, x,ϖ, c0, c)− 〈x′ − x, ∂xf i(t, x,ϖ, c0, c)〉 ≥ γf

2
|x′ − x|2 ,

gi(x
′, c0, c)− gi(x, c

0, c)− 〈x′ − x, ∂xgi(x, c
0, c)〉 ≥ γg

2
|x′ − x|2 ,

for any (t, x, x′, ϖ, c0, c) ∈ [0, T ]× (Rn)5 with some constants γf , γg ≥ 0.
(v) For any (t,ϖ, c0, c) ∈ [0, T ]× (Rn)3,

|li(t,ϖ, c0, c)|+ |σ0
i (t, c

0, c)|+ |σi(t, c0, c)| ≤ L(1 + |ϖ|+ |c0|+ |c|).

(vi) b ∈ [0, 1) is a given constant.

4For example, if a major financial firm is forced to unwind a huge position within a limited time window,
he/she may naturally carry out strategic trading by adopting some price impact model.
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Remark 3.3. Note that the condition (iv) in the above assumptions implies〈
x′ − x, ∂xf i(t, x

′, ϖ, c0, c)− ∂xf i(t, x,ϖ, c0, c)
〉
≥ γf |x′ − x|2,〈

x′ − x, ∂xgi(x
′, c0, c)− ∂xgi(x, c

0, c)
〉
≥ γg|x′ − x|2,

which is frequently used in the following analyses.

The associated (reduced) Hamiltonian 5 Hi : [0, T ]× (Rn)6 → R

Hi(t, x, y, α,ϖ, c0, c) := 〈y, α+ li(t,ϖ, c0, c)〉+ fi(t, x, α,ϖ, c0, c)

has a unique minimizer

α̂(y,ϖ) := −Λ(y +ϖ) (3.3)

where Λ := Λ−1. The adjoint equation for the ith agent arising from the stochastic maximum
principle is then given by{

dXi
t =

(
α̂(Y i

t , ϖt) + li(t,ϖt, c
0
t , c

i
t)
)
dt+ σ0

i (t, c
0
t , c

i
t)dW

0
t + σi(t, c

0
t , c

i
t)dW

i
t ,

dY i
t = −∂xf i(t,X

i
t , ϖt, c

0
t , c

i
t)dt+ Zi,0

t dW 0
t +

∑N
j=1 Z

i,j
t dW j

t ,
(3.4)

with Xi
0 = ξi and Y i

T := −bϖT + ∂xgi(X
i
T , c

0
T , c

i
T ).

Theorem 3.1. Let Assumptions 3.1 and 3.2 be in force. Then, for given T > 0 and (ϖt)t∈[0,T ] ∈
H2(F;Rn), the problem (3.1) for each agent 1 ≤ i ≤ N is uniquely characterized by the FBSDE
(3.4) which is strongly solvable with a unique solution (Xi, Y i, Zi,0, (Zi,j)Nj=1) ∈ S2(F;Rn) ×
S2(F;Rn)×H2(F;Rn×d0)× (H2(F;Rn×d))N .

Proof. This is essentially the same as Theorem 3.1 in [16]. Since the cost functions are jointly
convex with (x, α) and strictly convex in α, the problem is the special situation investigated
in Section 1.4.4 in [5]. The existence of a unique solution to the FBSDE can be proved in a
similar way as Theorem 1.60 in the same reference. Because of the differentiability as well as the
convexity of cost functions, both the necessary and the sufficient conditions of the Pontryagin’s
maximum principle are satisfied. Hence, together with the unique existence of the solution to
the FBSDE, the optimal solution is uniquely characterized in terms of the FBSDE.6

3.3 Market clearing equilibrium among N agents

From Theorem 3.1, the optimal trading strategy of the agent i for a given (ϖt)t∈[0,T ] is

α̂i
t := −Λ(Y i

t +ϖt), t ∈ [0, T ].

Since the market clearing requires
∑N

i=1 α̂
i
t = 0, the market price needs to satisfy

ϖt = − 1

N

N∑
i=1

Y i
t = −m

(
(Y i

t )
)
, t ∈ [0, T ]. (3.5)

5Since σ0
i , σi are independent of the control α

i and also the state xi, it suffices to use the reduced Hamiltonian
for the adjoint equation.

6The existence of the solution to the FBSDE can also be proved via Peng-Wu’s method [41].
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The above expression implies that every agent interacts in a symmetric way through the market
price. This observation motivates us to consider the following N coupled system of FBSDEs,
which is obtained by substituting the price process (ϖt)t∈[0,T ] in (3.4) for every 1 ≤ i ≤ N with
the one given in (3.5).
1 ≤ i ≤ N,

dXi
t :=

{
α̂
(
Y i
t ,−m

(
(Y j

t )
))

+ li
(
t,−m

(
(Y j

t )
)
, c0t , c

i
t

)}
dt+ σ0

i (t, c
0
t , c

i
t)dW

0
t + σi(t, c

0
t , c

i
t)dW

i
t ,

dY i
t = −∂xf i

(
t,Xi

t ,−m
(
(Y j

t )
)
, c0t , c

i
t

)
dt+ Zi,0

t dW 0
t +

∑N
j=1 Z

i,j
t dW j

t ,

(3.6)

t ∈ [0, T ] with

Xi
0 = ξi, Y i

T =
b

1− b
m
(
(∂xgj(X

j
T , c

0
T , c

j
T ))

)
+ ∂xgi(X

i
T , c

0
T , c

i
T ).

Let us mention about the terminal condition. Since we have (3.5), Y i
T must satisfy

Y i
T = b

1

N

N∑
j=1

Y j
T + ∂xgi(X

i
T , c

0
T , c

i
T ).

Summing over 1 ≤ i ≤ N , we can solve 1
N

∑N
j=1 Y

j
T as m

(
(Y j

T )) =
1

1−bm
(
(∂xgj(X

j
T , c

0
T , c

j
T ))

)
.

Substituting the result into the above terminal condition, we get the desired result. The next
theorem reveals the crucial importance of the above system of FBSDEs.

Theorem 3.2. Let Assumptions 3.1 and 3.2 be in force. The market clearing equilibrium
among the N agents with a square integrable price process (ϖt)t∈[0,T ] ∈ H2(F;Rn) exists if and

only if there exists a solution (Xi, Y i, Zi,0, (Zi,j)Nj=1) ∈ S2(F;Rn)× S2(F;Rn)×H2(F;Rn×d0)×
(H2(F;Rn×d))N , 1 ≤ i ≤ N to the N -coupled system of FBSDEs (3.6).

Proof. Suppose that there exists a market clearing equilibrium among the N agents with a
square integrable price process (ϖt)t∈[0,T ]. Then, from Theorem 3.1, the solution

(
Xi, Y i, Zi,0, (Zi,j)Nj=1

)
to (3.4) for each agent 1 ≤ i ≤ N satisfies the equality (3.5). Hence, we see the system of FBS-
DEs (3.6) is in fact solved by the same set of square integrable processes

(
Xi, Y i, Zi,0, (Zi,j)Nj=1

)
,

1 ≤ i ≤ N .
Conversely, suppose that the N -coupled system of FBSDEs (3.6) has a square integrable

solution
(
Xi, Y i, Zi,0, (Zi,j)Nj=1

)
, 1 ≤ i ≤ N . Let us define the price process (ϖt)t∈[0,T ] by

(3.5). For each 1 ≤ i ≤ N , let us denote by
(
xi, yi, zi,0, (zi,j)Nj=1

)
the solution to (3.4) of the

individual agent problem with this price process (ϖt)t∈[0,T ] as an input. Since the solution is
unique by Theorem 3.1, we see that yi = Y i in S2(F;Rn) for every 1 ≤ i ≤ N . As a result,
ϖt = −m

(
(yit)

)
and hence the market clearing condition

N∑
i=1

α̂(yit, ϖt) = 0, t ∈ [0, T ]

is in fact satisfied.

Notice that the linear-quadratic dependence of α in (3.2) plays a crucial role to obtain
a simple expression (3.5). In theory, we may allow more general α dependence in the cost
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function f in particular by adopting the conditions used in [4, Lemma 3.3] which guarantees
the minimizer α̂ of the Hamiltonian is Lipschitz-continuous with respect to (x, y). However, it
will still make the treatment of the market-clearing condition more complicated and technical.
In this work, we will not follow this line of arguments and treat, if necessary, the linear-quadratic
form as a useful approximation for the analysis. See the method of calculus of variations in
the recent publication [20] as a different approach for this issue.

We now introduce a new set of assumptions to prove the existence of the solution to (3.6).

Assumption 3.3. (i) For any (t, x,ϖ,ϖ′, c0, c) ∈ [0, T ]× (Rn)5,

|li(t,ϖ, c0, c)− li(t,ϖ
′, c0, c)| ≤ L|ϖ −ϖ′|,

and moreover, there exists some nonnegative constant Lϖ such that

|∂xf i(t, x,ϖ, c0, c)− ∂xf i(t, x,ϖ
′, c0, c)| ≤ Lϖ|ϖ −ϖ′|,

for every 1 ≤ i ≤ N .
(ii) For any (t, c0) ∈ [0, T ]×Rn and (xi, xi′, ci) ∈ (Rn)3, 1 ≤ i ≤ N , the functions (li)

N
i=1 satisfy

with some γl > 0

1

N

N∑
i=1

〈
li
(
t,m((xj)), c0, ci

)
− li

(
t,m((xj′)), c0, ci

)
, xi − xi′

〉
≥ γl1{Lϖ>0}

∣∣m(
(xi − xi′)

)∣∣2.
(iii) There exists a strictly positive constant γ satisfying

0 < γ ≤
(
γf − L2

ϖ

4γl

)
∧ γg .

Moreover, the functions (gi)
N
i=1 satisfy for any c0 ∈ Rn and (xi, xi′, ci) ∈ (Rn)3, 1 ≤ i ≤ N ,

b

1− b

N∑
i=1

〈
m
(
(∂xgj(x

j , c0, cj))
)
−m

(
(∂xgj(x

j′, c0, cj))
)
, xi − xi′

〉
≥ (γ − γg)

N∑
i=1

|xi − xi′|2.

Remark 3.4. In economic terms, the monotone condition (ii) can be interpreted in a very
natural way. It basically tells that the demand for the securities from the OTC clients of
the agents decreases when the market price rises. Let us provide the simplest example of the
functions (li)i that satisfy (ii); assume that li has a separable form li(t, x, c

0, ci) = h(t, x) +
hi(t, c

0, ci) and also that the common function h is strictly monotone in x. Then, one can
easily check that (ii) is satisfied.

Combined with Assumption 3.2 (iv), the above condition (iii) implies the γ-convexity (see
(3.11) below) with respective to the function:

b

1− b
m
(
(gj(x

j , c0, cj)
)
+ gi(x

i, c0, cj), 1 ≤ i ≤ N,

with γ ≤ γg. As is well-known, requiring the convexity in the terminal function is standard for
optimization problems. In particular, it is used to guarantee the sufficiency of the Pontryagin’s
maximum principle as well as the well-posedness of the associated FBSDE. The second inequal-
ity in Assumption 3.2 (iv) serves this role for the individual problem. However, this convexity
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can possibly be destroyed if we include new interaction terms induced by the market clearing
condition. The inequality in Assumption 3.3 (iii) prevents it from happening. The condition
can be satisfied, for example, if (∂xgi)i have a similar separable structure as explained for (li)i
in the last paragraph.

For notational convenience for later analyses, let us introduce the following functions: Bi :
[0, T ]× Rn × P(Rn)× (Rn)2 → Rn, Fi : [0, T ]× Rn × P(Rn)× (Rn)2 → Rn and Gi : P(Rn)×
(Rn)3 → Rn, 1 ≤ i ≤ N by

Bi(t, x, µ, c
0, c) := α̂(x,−m(µ)) + li(t,−m(µ), c0, c),

Fi(t, x, µ, c
0, c) := −∂xf i(t, x,−m(µ), c0, c),

Gi(µ, x, c
0, c) :=

b

1− b
m(µ) + ∂xgi(x, c

0, c),

(3.7)

for any (t, x, µ, c0, c) ∈ [0, T ]× Rn × P(Rn)× (Rn)2.

Theorem 3.3. Let Assumptions 3.2 and 3.3 be in force. Then, for any T > 0, the N -coupled
system of FBSDEs (3.6) has a unique strong solution (Xi, Y i, Zi,0, (Zi,j)Nj=1) ∈ S2(F;Rn) ×
S2(F;Rn)×H2(F;Rn×d0)× (H2(F;Rn×d))N , 1 ≤ i ≤ N .

Proof. We can prove the claim by a simple modification of Theorem 6.2 in [16]. We make the
following hypothesis: there exists some constant ϱ ∈ [0, 1) such that for any Ib,i, If,i ∈ H2(F;Rn)
and for any ηi ∈ L2(FT ;Rn), there exists a unique strong solution (xϱ,i, yϱ,i, zϱ,i,0, (zϱ,i,j)Nj=1) ∈
S2 × S2 ×H2 × (H2)N , 1 ≤ i ≤ N to the N -coupled system of FBSDEs:{
dxϱ,it =

(
ϱBi(t, y

ϱ,i
t , µϱ,N

t , c0t , c
i
t) + Ib,it

)
dt+ σ0

i (t, c
0
t , c

i
t)dW

0
t + σi(t, c

0
t , c

i
t)dW

i
t ,

dyϱ,it = −
(
(1− ϱ)γxϱ,it − ϱFi(t, x

ϱ,i
t , µϱ,N

t , c0t , c
i
t) + If,it

)
dt+ zϱ,i,0t dW 0

t +
∑N

j=1 z
ϱ,i,j
t dW j

t ,

for t ∈ [0, T ] with xϱ,i0 = ξi and yϱ,iT = ϱGi(µ
ϱ,N
g , xϱ,iT , c0T , c

i
T ) + (1− ϱ)xϱ,iT + ηi. Here,

µϱ,N
t :=

1

N

N∑
i=1

δ
yϱ,it

, µϱ,N
g :=

1

N

N∑
i=1

δ
∂xgi(x

ϱ,i
T ,ciT ,ciT )

denote the empirical measures.
Notice that the system reduces to the N decoupled FBSDEs when ϱ = 0. Hence, the

hypothesis trivially holds for ϱ = 0. Now, for some constant ζ ∈ (0, 1), we define a map(
S2 × S2 ×H2 × (H2)N

)N 3
(
xi, yi, zi,0, (zi,j)Nj=1

)N
i=1

7→
(
Xi, Y i, Zi,0, (Zi,j)Nj=1

)N
i=1

∈
(
S2 × S2 ×H2 × (H2)N

)N
(3.8)

by
dXi

t =
[
ϱBi(t, Y

i
t , µ

N
t , c0t , c

i
t) + ζBi(t, y

i
t, ν

N
t , c0t , c

i
t) + Ib,it

]
dt+ σ0

i (t, c
0
t , c

i
t)dW

0
t + σi(t, c

0
t , c

i
t)dW

i
t ,

dY i
t = −

[
(1− ϱ)γXi

t − ϱFi(t,X
i
t , µ

N
t , c0t , c

i
t) + ζ

(
−γxit − Fi(t, x

i
t, ν

N
t , c0t , c

i
t)
)
+ If,it

]
dt

+Zi,0
t dW 0

t +
∑N

j=1 Z
i,j
t dW j

t ,

with Xi
0 = ξ and Y i

T = ϱGi(µ
N
g , Xi

T , c
0
T , c

i
T )+(1−ϱ)Xi

T +ζ
(
Gi(ν

N
g , xiT , c

0
T , c

i
T )−xiT

)
+ηi. Here,
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the measure arguments are defined by

µN
t :=

1

N

N∑
i=1

δY i
t
, νNt :=

1

N

N∑
i=1

δyit ,

µN
g :=

1

N

N∑
i=1

δ∂xgi(Xi
T ,c0T ,ciT ), νNg :=

1

N

N∑
i=1

δ∂xgi(xi
T ,c0T ,ciT ).

Thanks for the hypothesis, there exists a unique solution
(
Xi, Y i, Zi,0, (Zi,j)Nj=1

)N
i=1

and hence
the map (3.8) is well-defined.

Consider the two set of inputs
(
xi, yi, zi,0, (zi,j)Nj=1

)N
i=1

and
(
xi′, yi′, zi,0′, (zi,j′)Nj=1

)N
i=1

, and

then denote the corresponding solution to the previous FBSDEs by
(
Xi, Y i, Zi,0, (Zi,j)Nj=1

)N
i=1

and
(
Xi′, Y i′, Zi,0′, (Zi,j′)Nj=1

)N
i=1

, respectively. Put ∆Xi := Xi − Xi′,∆Y i := Y i − Y i′, etc.
We have the following monotone conditions:

N∑
i=1

〈
Bi(t, Y

i
t , µ

N
t , c0t , c

i
t)−Bi(t, Y

i′
t , µ′N

t , c0t , c
i
t),∆Y i

t

〉
= −

N∑
i=1

〈Λ∆Y i
t ,∆Y i

t 〉+N〈Λm((∆Y i
t )),m((∆Y i

t ))〉

+

N∑
i=1

〈li(t,−m((Y j
t )), c

0
t , c

i
t)− li(t,−m((Y j′

t )), c0t , c
i
t),∆Y i

t 〉

≤ −Nγl1{Lϖ>0}
∣∣m((∆Y i

t ))
∣∣2,

(3.9)

where Cauchy-Schwarz inequality and Assumption 3.3(ii) were used. Similarly, Assumption 3.2(iv)
and Assumption 3.3(i) imply

N∑
i=1

〈
Fi(t,X

i
t , µ

N
t , c0t , c

i
t)− Fi(t,X

i′
t , µ

′N
t , c0t , c

i
t),∆Xi

t

〉
= −

N∑
i=1

〈
∂xf i(t,X

i
t ,−m((Y j

t )), c
0
t , c

i
t)− ∂xf i(t,X

i′
t ,−m((Y j

t )), c
0
t , c

i
t),∆Xi

t

〉
−

N∑
i=1

〈
∂xf i(t,X

i′
t ,−m((Y j

t )), c
0
t , c

i
t)− ∂xf i(t,X

i′
t ,−m((Y j′

t )), c0t , c
i
t),∆Xi

t

〉
≤ −γf

N∑
i=1

|∆Xi
t |2 +

N∑
i=1

Lϖ|m((∆Y j
t ))||∆Xi

t |

≤ −
(
γf − L2

ϖ

4γl

) N∑
i=1

|∆Xi
t |2 +Nγl1{Lϖ>0}|m((∆Y i

t ))|2.

(3.10)
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Assumption 3.2(iv) and Assumption 3.3(iii) immediately yield

N∑
i=1

〈
Gi(µ

N
g , Xi

T , c
0
T , c

i
T )−Gi(µ

′N
g , Xi′

T , c
0
T , c

i
T ),∆Xi

T

〉
≥ γ

N∑
i=1

|∆Xi
T |2. (3.11)

Since ∆Xi
0 = 0, a simple application of Itô-formula to

∑N
i=1〈∆Xi,∆Y i〉 yields

N∑
i=1

E
[
〈∆Xi

T ,∆Y i
T 〉
]
= −(1− ϱ)γE

∫ T

0

N∑
i=1

|∆Xi
t |2dt

+ ϱE
∫ T

0

N∑
i=1

〈
Bi(t, Y

i
t , µ

N
t , c0t , c

i
t)−Bi(t, Y

i′
t , µ′N

t , c0t , c
i
t),∆Y i

t

〉
dt

+ ϱE
∫ T

0

N∑
i=1

〈
Fi(t,X

i
t , µ

N
t , c0t , c

i
t)− Fi(t,X

i′
t , µ

′N
t , c0t , c

i
t),∆Xi

t

〉
dt

+ ζE
∫ T

0

N∑
i=1

〈
Bi(t, y

i
t, ν

N
t c0t , c

i
t)−Bi(t, y

i′
t , ν

′N
t , c0t , c

i
t),∆Y i

t

〉
dt

+ ζE
∫ T

0

N∑
i=1

〈
γ∆xit + Fi(t, x

i
t, ν

N
t , c0t , c

i
t)− Fi(t, x

i′
t , ν

′N
t , c0t , c

i
t),∆Xi

t

〉
dt .

Using the inequalities (3.9) and (3.10), the Lipschitz continuity for (B,F ), and Assump-
tion 3.3(iii), we obtain, with some constant C independent of (ϱ,N), that

N∑
i=1

E
[
〈∆Xi

T ,∆Y i
T 〉
]
≤ −γE

∫ T

0

N∑
i=1

|∆Xi
t |2dt

+ ζCE
∫ T

0

N∑
i=1

[(
|∆yit|+ |m((∆yjt ))|

)
|∆Y i

t |+
(
|∆xit|+ |m((∆yjt ))|

)
|∆Xi

t |
]
dt.

Using (3.11) and Assumption 3.2(iii), we get

N∑
i=1

E
[
〈∆Xi

T ,∆Y i
T 〉
]
= ϱE

N∑
i=1

〈
Gi(µ

N
g , Xi

T , c
0
T , c

i
T )−Gi(µ

′N
g , Xi′

T , c
0
T , c

i
T ),∆Xi

T

〉
+ (1− ϱ)E

N∑
i=1

〈
∆Xi

T ,∆Xi
T

〉
+ ζE

N∑
i=1

〈
Gi(ν

N
g , xiT , c

0
T , c

i
T )−Gi(ν

′N
g , xi′T , c

0
T , c

i
T )−∆xiT ,∆Xi

T

〉
≥ (ϱγ + (1− ϱ))E

[ N∑
i=1

|∆Xi
T |2

]
− ζCE

[ N∑
i=1

(
|∆xiT |+m((|∆xjT |))

)
|∆Xi

T |
]
.

Here, we have used a simple fact that∣∣m(
(∂xgi(x

i
T , c

0
t , c

i
T ))

)
−m

(
(∂xgi(x

i′
T , c

0
T , c

i
T ))

)∣∣ ≤ Lm((|∆xiT |)).

With γc := min(1, γ), we have 0 < γc ≤ ϱγ + (1 − ϱ), and hence the above two estimates
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give

γc

N∑
i=1

E
[
|∆Xi

T |2 +
∫ T

0
|∆Xi

t |2dt
]
≤ ζC

N∑
i=1

E
[(
|∆xiT |+m((|∆xjT |))

)
|∆Xi

T |
]

+ ζCE
∫ T

0

N∑
i=1

[
(|∆yit|+ |m((∆yjt ))|)|∆Y i

t |+
(
|∆xit|+ |m((∆yjt ))|

)
|∆Xi

t |
]
dt.

Since |m((xi))|2 ≤ 1
N

∑N
i=1 |xi|2, we obtain from Young’s inequality,

N∑
i=1

E
[
|∆Xi

T |2+
∫ T

0
|∆Xi

t |2dt
]
≤ ζC

N∑
i=1

E
[
|∆xiT |2+

∫ T

0

(
|∆xit|2+ |∆yit|2+ |∆Y i

t |2
)
dt
]
. (3.12)

Let us now treat (Xi, Xi′)Ni=1 as the exogenous inputs. Then the standard stability result
for the Lipschitz BSDEs (see, for example, Theorem 4.2.3 in [46]) implies

N∑
i=1

E
[
sup

t∈[0,T ]
|∆Y i

t |2 +
∫ T

0
|∆Zi,0

t |2dt+
N∑
j=1

∫ T

0
|∆Zi,j

t |2dt
]

≤ C

N∑
i=1

E
[
|∆Xi

T |2 +
∫ T

0
|∆Xi

t |2dt
]
+ ζC

N∑
i=1

E
[
|∆xiT |2 +

∫ T

0

(
|∆xit|2 + |∆yit|2

)
dt
]
.

Using (3.12) and small ζ, we obtain

N∑
i=1

E
[
sup

t∈[0,T ]
|∆Y i

t |2 +
∫ T

0
|∆Zi,0

t |2dt+
N∑
j=1

∫ T

0
|∆Zi,j

t |2dt
]

≤ ζC

N∑
i=1

E
[
|∆xiT |2 +

∫ t

0

(
|∆xit|2 + |∆yit|2

)
dt
]
.

(3.13)

Similarly, by treating (Y i, Y i′)Ni=1 as the exogenous inputs, the standard stability result for the
Lipschitz SDEs gives

N∑
i=1

E
[
sup

t∈[0,T ]
|∆Xi

T |
]
≤ ζC

N∑
i=1

E
∫ T

0
|∆yit|2dt+ C

N∑
i=1

E
∫ T

0
|∆Y i

t |2dt. (3.14)

Therefore, from (3.13) and (3.14), we obtain

N∑
i=1

E
[
sup

t∈[0,T ]
|∆Xi

t |2 + sup
t∈[0,T ]

|∆Y i
t |2 +

∫ T

0
|∆Zi,0

t |2dt+
N∑
j=1

∫ T

0
|∆Zi,j

t |2dt
]

≤ ζC

N∑
i=1

E
[
sup

t∈[0,T ]
|∆xit|2 + sup

t∈[0,T ]
|∆yit|2

]
.

Thus for small ζ > 0, which can be taken independently from ϱ, the map (3.8) becomes a
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strict contraction. Hence the Banach fixed point theorem implies that the initial hypothesis
holds for (ϱ + ζ). Repeating the procedures, we see the hypothesis holds with ϱ = 1. This
establishes the existence of a solution. The uniqueness is a direct result of the Banach’s fixed
point theorem.

To the best of the authors’ knowledge, the current work is the first example which directly
applies the method [41] to prove the existence of market clearing equilibrium in an incomplete
market with finite number of agents. Although the mathematical technique itself is the standard
one, this is an interesting result in itself. This is particularly because that the existing literature
studying finite population markets always adopts the exponential-type utility function with
respect to the terminal wealth7, and also because that the heterogeneity among the agents is
modeled solely by the risk-tolerance coefficient of the utility function8. In contrast, thanks to
the generality of [41], we can suppose that each agent has a different cost (or utility) function
(not only in the coefficients but also in its functional form) as long as the appropriate convexity
and monotonicity conditions are satisfied uniformly among the agents.

For later use, we give the stability result for the FBSDEs.

Proposition 3.1. Given two set of inputs (ξi, c0, ci)Ni=1, (ξi′, c0′, ci′)Ni=1, and the coefficients
functions (li, σ

0
i , σi, fi, gi)

N
i=1, (l

′
i, σ

0′
i , σ

′
i, f

′
i , g

′
i) satisfying Assumptions 3.2 and 3.3, let us denote

the corresponding solutions to (3.6) by (Xi, Y i, Zi,0, (Zi,j)Nj=1)
N
i=1 and (Xi′, Y i′, Zi,0′, (Zi,j′)Nj=1)

N
i=1,

respectively. Then, for ∆Xi := Xi −Xi′,∆Y i := Y i − Y i′,∆Zi,j := Zi,j − Zi,j′, 1 ≤ i, j ≤ N ,
we have

N∑
i=1

E
[
sup

t∈[0,T ]
|∆Xi

t |2 + sup
t∈[0,T ]

|∆Y i
t |2 +

∫ T

0

(
|∆Zi,0

t |2 +
N∑
j=1

|∆Zi,j
t |2

)
dt
]

≤ C

N∑
i=1

E
[
|∆ξi|2 + |δGi|2 +

∫ T

0

(
|δFi(t)|2 + |δBi(t)|2 + |δσ0

i (t)|2 + |δσi(t)|2
)
dt
]
,

with some constant C depending only on the Lipschitz constants, δ, λ and γ. Here,

δBi(t) := Bi(t, Y
i′
t , µ′N

t , c0t , c
i
t)−B′

i(t, Y
i′
t , µ′N

t , c0′t , c
i′
t ),

δFi(t) := Fi(t,X
i′
t , µ

′N
t , c0t , c

i
t)− F ′

i (t,X
i′
t , µ

′N
t , c0′t , c

i′
t ),

δGi := Gi(µ
′N
g , Xi′

T , c
0
T , c

i
T )−G′

i(µ
′N
g′ , X

i′
T , c

0′
T , c

i′
T ),

(δσ0
i , δσi)(t) :=

(
(σ0

i , σi)(t, c
0
t , c

i
t)− (σ0′

i , σ
′
i)(t, c

0′
t , c

i′
t )
)
,

for t ∈ [0, T ] and 1 ≤ i ≤ N . Here B′
i, F

′
i and G′

i are defined as (3.7) with primed variables.
The measure arguments are defined by µ′N

t := 1
N

∑N
i=1 δY i′

t
, µ′N

g := 1
N

∑N
i=1 δ∂xgi(X

i′
T , c

0
T , c

i
T )

and µ′N
g′ := 1

N

∑N
i=1 δ∂xg′i(X

i′
T , c

0′
T , c

i′
T ).

Proof. One can prove the claim exactly in the same way as [16, Proposition 4.1].

Theorem 3.4. Let Assumptions 3.1, 3.2 and 3.3 be in force. Then, there exists a unique market
clearing equilibrium among the N agents in which the equilibrium securities price processes are

7See, for examples, [30, 44, 45].
8See recent publications [19, 20] as interesting exceptions.
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given by

ϖt = − 1

N

N∑
i=1

Y i
t , t ∈ [0, T ], (3.15)

where Y i ∈ S2(F;Rn), 1 ≤ i ≤ N is the solution to the system of FBSDEs (3.6).

Proof. This is the direct consequence of Theorems 3.1, 3.2 and 3.3.

Some economic observations

Let us make several observations about the results in this section: First, it is well known that the
backward component of the FBSDE arising from Pontryagin’s maximum principle represents
the gradient of the value function. Since we are dealing with the minimization problem of
the cost function, the result (3.15) implies that the prices of securities in the equilibrium
are given by the (average of) marginal utilities of the N agents. This is quite reasonable from
economics perspectives, since the amount of cash an agent can pay for some security is naturally
determined by how much gain he/she can expect in his/her utility function from possessing
the security.

Second, since σi
0 and σi are independent from the state variables, Assumption 3.2 is enough

to guarantee the existence of solution to (3.6) for sufficiently small duration T .9 Intuitively
speaking, the convexity and monotonicity conditions in Assumption 3.3 prevent the securities
prices from blowing up (or crashing). In particular, the monotonicity condition in Assump-
tion 3.3 (ii) implies that, in average, the size of (li)i moves in the same direction as the securities’
prices. Recalling the explanation given in Section 3.1 on li, one can see that the demand of
securities from the OTC clients tends to decrease as the prices of securities increase. Suppose
otherwise the case. Then, when the prices go up, the OTC clients tend to request more secu-
rities from the registered financial firms, which reduces the storage level of securities among
the agents. Since each agent try to maintain the optimal level of his/her storage, the demand
of the securities among the agents also increases if the prices remain the same level. However,
this would violate the market clearing condition. In order to keep the demand unchanged (oth-
erwise increase the supply), the prices of securities must go up higher. It is natural to expect
that this spiral effect pushes prices even higher to create a price bubble. Although it is im-
possible to prove the one-to-one correspondence between the conditions in Assumption 3.3 and
the price bubble/crash, it looks at least reasonable that we need these conditions to guarantee
the existence of equilibrium for an arbitrary time interval. We may obtain more insights about
this interesting issue by investigating an explicit solution possibly available in an appropriate
linear-quadratic setup.

4 Strong Convergence to the Mean-Field Limit

4.1 Convergence among the homogeneous agents

Let us first consider the special case where the agents are homogeneous, i.e. the coefficients
and cost functions (li, σ

0
i , σi, f i, gi) for each agent 1 ≤ i ≤ N are equal to the common one

9See, for example, [6, Theorem 1.1]
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(l, σ0, σ, f , g). In this case, the system of FBSDEs characterizing the market clearing equilib-
rium among the N price takers becomes
1 ≤ i ≤ N,

dXi
t :=

{
α̂
(
Y i
t ,−m

(
(Y j

t )
))

+ l
(
t,−m

(
(Y j

t )
)
, c0t , c

i
t

)}
dt+ σ0(t, c0t , c

i
t)dW

0
t + σ(t, c0t , c

i
t)dW

i
t ,

dY i
t = −∂xf

(
t,Xi

t ,−m
(
(Y j

t )
)
, c0t , c

i
t

)
dt+ Zi,0

t dW 0
t +

∑N
j=1 Z

i,j
t dW j

t ,

(4.1)

t ∈ [0, T ] with

Xi
0 = ξi, Y i

T =
b

1− b
m
(
(∂xg(X

j
T , c

0
T , c

j
T )
)
+ ∂xg(X

i
T , c

0
T , c

i
T ).

Note that the N sets of processes
(
Xi, Y i, .(Zi,j)Nj=0

)
, 1 ≤ i ≤ N , which consist of the

unique solution of (4.1), are not independent due to the interaction term −m((Y i
t )) arising

from the price process. However, they are exchangeable since the interaction is symmetric and
(ξi)Ni=1 and (ci)Ni=1 are i.i.d. In particular, due to the exchangeability of (Y i

t )
N
i=1, De Finetti’s

theory of exchangeable sequence of random variables implies

lim
N→∞

1

N

N∑
i=1

Y i
t = E

[
Y 1
t |

⋂
k≥1

σ{Y j
t , j ≥ k}

]
a.s.

See for example [5, Theorem 2.1]. It also seems natural to expect that the tail σ-field is reduced

to F0
t the σ-field generated by the common noise.
The above observation motivates us to investigate the following FBSDE of McKean-Vlasov

typle for each agent i ≥ 1.{
dxit =

(
α̂
(
yit,−E[yit|F

0
t ]
)
+ l

(
t,−E[yit|F

0
t ], c

0
t , c

i
t

))
dt+ σ0(t, c0t , c

i
t)dW

0
t + σ(t, c0t , c

i
t)dW

i
t ,

dyit = −∂xf
(
t, xit,−E[yit|F

0
t ], c

0
t , c

i
t

)
dt+ zi,0t dW 0

t + zi,it dW i
t ,

(4.2)

for t ∈ [0, T ] with

xi0 = ξi, yiT =
b

1− b
E
[
∂xg(x

i
T , c

0
T , c

i
T )|F

0
T

]
+ ∂xg(x

i
T , c

0
T , c

i
T ) .

This is the same equation studied in [16]. In the following, we shall work on the bigger space
(Ω∞,F∞,P∞) to support countably many (ξi,W i)i≥1 required to discuss the large population
limit. We introduce the following conditions. Note that the conditions (ii) and (iii) are natural
generalization of those of Assumption 3.3 where they are given in terms of the empirical mean.

Assumption 4.1. (i) (b,Λ, l, σ0, σ, f , g) satisfies Assumptions 3.2 and 3.3 (i).
(ii) For any t ∈ [0, T ], any random variables x, x′, c0, c ∈ L2(F∞;Rn) and any sub-σ field
G ⊂ F∞, the function l satisfies the monotone condition with some positive constants γl > 0,

E
[〈
l(t,E[x|G], c0, c)− l(t,E[x′|G], c0, c), x− x′

〉]
≥ γl1{Lϖ>0}E

[
E
[
x− x′|G

]2]
.

(iii) There exists a strictly positive constant γ satisfying 0 < γ ≤
(
γf − L2

ϖ

4γl

)
∧ γg. Moreover,

for any random variables x, x′, c0, c ∈ L2(F ;Rn) and any sub-σ field G ⊂ F∞, the function g
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satisfies

b

1− b
E
[〈
E
[
∂xg(x, c

0, c)− ∂xg(x
′, c0, c)|G

]
, x− x′

〉]
≥ (γ − γg)E

[
|x− x′|2

]
.

Remark 4.1 (Lasry-Lions monotonicity). The so-called Lasry-Lions monotonicity is a famous
criterion for the uniqueness of the mean field games. It dates back to their original papers [36,
37, 38] and is defined as follows [4, Definition 3.28]: a real-valued function h on Rd × P2(Rd)
is said to be monotone in the sense of Lasry and Lions, if, for all µ ∈ P2(Rd), the mapping
Rd 3 x 7→ h(x, µ) is at most quadratic growth, and for all µ, µ′ ∈ P2(Rd), we have∫

Rd

(
h(x, µ)− h(x, µ′)

)
d(µ− µ′)(x) ≥ 0.

The uniqueness result in probabilistic settings is given by [4, Theorem 3.29]. It says that
there is at most one MFG equilibrium if the running as well as terminal cost functions satisfy
Lasry-Lions monotonicity. On the other hand, although the appearance is very similar (see,
in particular, Assumption 4.1 (ii)), the relevant monotonicity used in the current paper has a
different origin. It essentially corresponds to [41, (H2.3)], which implies the monotonicity for
the drift term in the product of the forward and backward components 〈Xt, Yt〉 of the relevant
FBSDE. The condition makes Banach’s fixed point theorem applicable for the existence as well
as the uniqueness of the solution, and hence it is generally stronger than the former.

We know the following result.

Theorem 4.1. ([16, Theorem 4.2]) Let Assumption 4.1 be in force. Then, for any T > 0,
there exists a unique strong solution (xi, yi, zi,0, zi,i) ∈ S2(Fi;Rn)×S2(Fi;Rn)×H2(Fi;Rn×d0)×
H2(Fi;Rn×d) to the FBSDE of conditional McKean-Vlasov type (4.2) for each i ≥ 1.

Note that FBSDE (4.2) is now decoupled for each i ≥ 1. In particular, for given F0
i.e.

the common information, the solutions (xi, yi, zi,0, zi,i), i ≥ 1 are independently and identically

distributed. Because of this property, the quantities such as E[yit|F
0
t ] and E[∂xg(xiT , c0T , ciT )|F

0
T ]

are independent of the index i.
The FBSDE (4.2) has been the major object of the analysis in the accompanying work [16],

in which we have found that the F0
-progressively measurable process

ϖMFG
t := −E

[
yit|F

0
t ] = −E

[
yit|F

0
], t ∈ [0, T ]

provides a good approximate of the equilibrium market price if the agents have the common
coefficients as in Assumption 4.1. In particular, we have proved in [16, Theorem 5.1] that the
process ϖMFG achieves the asymptotic market clearing (1.1). The goal of this section is to
prove the strong convergence of the N -agent equilibrium given by Theorem 3.4 to the above
mean-field limit when the agents are homogeneous. Once this is done, we can study the stability
relation of the market price for the heterogeneous agents relative to the mean-field limit ϖMFG

with the help of Proposition 3.1.

Conditional law on the product probability space

Before going to the proof of convergence, let us briefly mention about the conditional dis-
tribution on the product probability space. For more details on the issue, see [5, Section

20



2.1.3]. As mentioned before, the analysis in this section is done in the filtered probability space

(Ω∞,F∞,P∞;F∞) which is the product of (Ω
0
,F0

,P0
;F0

) and (Ω
∞
,F∞

,P∞
;F∞

). More pre-

cisely, Ω∞ = Ω
0×Ω

∞
and (F∞,P∞) is the completion of (F0⊗F∞

,P0⊗P∞
) and the filtration

F∞ = (F∞
t )t≥0 is the complete and right continuous augmentation of (F0

t ⊗F∞
t )t≥0. A generic

element of Ω∞ is denoted by ω = (ω0, ω∞) where ω0 ∈ Ω
0
and ω∞ ∈ Ω

∞
. Due to the com-

pletion of F0 ⊗ F∞
, the Fubini’s theorem fails in general. However, it is known that the

problem occurs in the exceptional (probability zero) event only. In particular, for any Rn-
valued random variable X on (Ω∞,F∞,P∞), X(ω0, ·) is a random variable on (Ω

∞
,F∞

,P∞
)

for P0
-a.s. ω0 ∈ Ω

0
. By [5, Lemma 2.4], the conditional law L(X|F0

) of X with given F0

satisfies L(X|F0
)(ω0) = L(X(ω0, ·)) for P0

-a.s. ω0 ∈ Ω
0
. Hence, one can actually define the

conditional law by L(X(ω0, ·)) by assigning an arbitrary law for ω0 in the null set in which
L(X(ω0, ·)) is ill-defined.

Thanks to these properties under the simple product structure, one can extend the results
of Glivenko-Cantelli theorem [4, Section 5.1.2.] on the weak convergence of empirical measure
to the situation in the presence of common noise. In fact, one can perform the same analysis

with a fixed ω0 (i.e. a fixed path of W 0) and then take the expectation with respect to P0

in the last step. This is the method actually used to derive the properties of the conditional
propagation of chaos [5, Section 2.1.4, Theorem 2.12].

We now introduce the following measure arguments based on the solution to (4.2);

µN
t :=

1

N

N∑
i=1

δyit , L0
t (yt) := L(y1t |F

0
t ), t ∈ [0, T ],

µN
g :=

1

N

N∑
i=1

δ∂xg(xi
T ,c0T ,ciT ), L0

g := L
(
∂xg(x

1
T , c

0
T , c

1
T )|F

0
T

)
.

(4.3)

The next result is an important consequence of the above observations.

Lemma 4.1. Let Assumption 4.1 be in force. Then we have

lim
N→∞

sup
t∈[0,T ]

E
[
W2(µ

N
t ,L0

t (yt))
2
]
= 0,

lim
N→∞

E
[
W2(µ

N
g ,L0

g)
2
]
= 0.

Moreover, if there exist some positive constants Γ and Γg such that supt∈[0,T ] E[|yit|q]
1
q ≤ Γ and

E
[
|∂xg(xiT , c0T , ciT )|q

] 1
q ≤ Γg for some q > 4, then there exists some constant C independent of

N such that

sup
t∈[0,T ]

E
[
W2(µ

N
t ,L0

t (yt))
2
]
≤ CΓ2ϵN ,

E
[
W2(µ

N
g ,L0

g)
2
]
≤ CΓ2

gϵN ,

where ϵN := N−2/max(n,4)
(
1 + log(N)1N=4

)
.

Proof. In the first assertion, the claim for W2(µ
N
t ,L0

t (yt)) is proved in [16, Theorem 5.1], which
is the straightforward generalization of [5, Theorem 2.12]. For completeness, we give the details
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below.
Since (yit)i≥1 are F0

t -conditionally independently and identically distributed, the Glivenko-
Cantelli theorem implies

P
({

lim
N→∞

E
[
W2(µ

N
t ,L0

t (yt))
2|F0

t

]
= 0

})
= 1.

Since we have

E
[
W2(µ

N
t ,L0

t (yt))
2|F0

t

]
= E

[
W2

( 1

N

N∑
i=1

δyit ,L(y
1
t |F

0
t )
)2∣∣∣F0

t

]
≤ 2

N

N∑
i=1

E
[
|yit|2|F

0
t

]
+ 2E

[
|y1t |2|F

0
t

]
= 4E

[
|y1t |2|F

0
t

]
,

and know that y1 ∈ S2, we can apply the dominated convergence theorem to conclude that the
pointwise convergence holds:

lim
N→∞

E
[
W2

(
µN
t ,L0(yt)

)2]
= 0 . (4.4)

We are now going to show that the set of functions, (fN )N∈N defined by

[0, T ] 3 t 7→ fN (t) := E
[
W2

(
µN
t ,L0(yt)

)2] ∈ R

are precompact in the space C([0, T ];R) endowed with the topology of uniform convergence. In
fact, uniformly in N ,

sup
t∈[0,T ]

|fN (t)| ≤ 4 sup
t∈[0,T ]

E
[
|y1t |2

]
< ∞. (4.5)

Moreover, for any 0 ≤ t, s ≤ T , Cauchy-Schwarz, (4.5) and the triangular inequalities give,
with some constant C independent of N ,

|fN (t)− fN (s)|

≤ E
[(

W2(µ
N
t ,L0(yt)) +W2(µ

N
s ,L0(ys)

)2] 1
2E

[(
W2(µ

N
t ,L0(yt))−W2(µ

N
s ,L0(ys))

)2] 1
2

≤ CE
[(

W2(µ
N
t ,L0(yt))−W2(µ

N
s ,L0(ys))

)2] 1
2 ≤ CE

[
W2(µ

N
t , µN

s )2 +W2(L0(yt),L0(ys))
2
] 1

2

≤ CE
[ 1

N

N∑
i=1

|yit − yis|2 + |y1t − y1s |2
] 1

2 ≤ CE
[
|y1t − y1s |2

] 1
2 ,

where we have used the fact that (yi)i≥1 are conditionally i.i.d at the last inequality.
Since (y1t )t∈[0,T ] is a continuous process, the above estimate tells that (fN )N∈N is equicon-

tinuous, which is also uniformly equicontinuous since we are working on the finite interval.
Now, Arzela-Ascoli theorem implies the desired precompactness. Combining with the point-
wise convergence (4.4), we thus conclude limN→∞ supt∈[0,T ] E

[
W2

(
µN
t ,L0(yt)

)2]
= 0. Since(

∂xg(x
i
T , c

0
T , c

i
T )
)N

i=1
are F0

T -conditionally i.i.d. square integrable random variables, the claim
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for the W2(µ
N
g ,L0

g) is established in the same way. Since the time T is fixed, the continuity

property used for W2(µ
N
t ,L0

t (yt)) is unnecessary.
The second assertion of the non-asymptotic estimate on the convergence order in N is the

direct consequence of [4, Theorem 5.8, Remark 5.9] as well as the previous observations on the
conditional law.

Remark 4.2. The integrability condition for the second assertion of the last lemma is satisfied

if, for some q > 4, ξi ∈ Lq(F i
0;Rn) for every i ≥ 1, and cjT ∈ Lq(F j

T ;Rn), E
[(∫ T

0 |cjt |2dt
)q/2]

<

∞ for every j ≥ 0. See, for example, the discussions in [35] or [43, Theorem 4.1]

The next theorem is the second main result of the paper.

Theorem 4.2. Suppose that Assumption 4.1 and also the conditions (ii) and (iii) of Assump-
tion 3.3 are satisfied. Let (Xi, Y i, Zi,0, (Zi,j)Nj=1)

N
i=1 and (xi, yi, zi,0, zi,i), 1 ≤ i ≤ N denote

the unique strong solution to the N -coupled system of FBSDEs (4.1) and that of the FBSDE
of conditional McKean-Vlasov type (4.2) with 1 ≤ i ≤ N , respectively. Then, there exists some
N -independent constant C such that

E
[
sup

t∈[0,T ]
|∆Xi

t |2 + sup
t∈[0,T ]

|∆Y i
t |2 +

∫ T

0

(
|∆Zi,0

t |2 +
N∑
j=1

|∆Zi,j
t |2

)
dt
]

≤ CE
[
W2(µ

N
g ,L0

g)
2 +

∫ T

0
W2(µ

N
t ,L0

t (yt))
2dt

]
, (4.6)

where ∆Xi := Xi − xi, ∆Y i := Y i − yi, ∆Zi,0 := Zi,0 − zi,0 and ∆Zi,j := Zi,j − δi,jz
i,i.

Proof. Using the notations in (3.7), we have for each 1 ≤ i ≤ N ,d∆Xi
t =

(
B(t, Y i

t , µ
N
t )−B(t, yit,L0

t (yt))
)
dt,

d∆Y i
t =

(
F (t,Xi

t , µ
N
t )− F (t, xit,L0

t (yt))
)
dt+∆Zi,0

t dW 0
t +

∑N
j=1∆Zi,j

t dW j
t ,

for t ∈ [0, T ] where µN
t := 1

N

∑N
i=1 δY i

t
is the empirical measure. To lighten the expression, we

omit the arguments (c0t , c
i
t), which does not play an important role for the stability analysis

below.
First Step: It is important to notice the inequality

∣∣∣ 1
N

N∑
i=1

yit − E[yit|F
0
t ]
∣∣∣ ≤ W2

(
µN
t ,L0

t (yt)
)
.

This is understood as follows; for an arbitrary pair µ, ν ∈ P2(Rn), we have∣∣∣∫
Rn

xµ(dx)−
∫
Rn

yν(dy)
∣∣∣ = ∣∣∣∫

Rn×Rn

(x− y)π(dx, dy)
∣∣∣ ≤ ∫

Rn×Rn

|x− y|π(dx, dy), (4.7)

for any coupling π ∈ Π2(µ, ν) with marginals µ and ν. Taking the infimum over π ∈ Π2(µ, ν),
we get

|m(µ)−m(ν)| ≤ W1(µ, ν) ≤ W2(µ, ν),
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by the definition of the Wasserstein distance (2.1). With µ = µN
t and ν = L0

t (yt), we obtain the
desired inequality. From Assumption 3.3 (i) and the above observation, one can see that B and
F are both Lipschitz continuous in their measure argument with respect to the W2-distance.

The above observation combined with (3.9), we get

N∑
i=1

〈B(t, Y i
t , µ

N
t )−B(t, yit,L0

t (yt)),∆Y i
t 〉

=
N∑
i=1

〈B(t, Y i
t , µ

N
t )−B(t, yit, µ

N
t ),∆Y i

t 〉+
N∑
i=1

〈B(t, yit, µ
N
t )−B(t, yit,L0

t (yt)),∆Y i
t 〉

≤ −Nγl1{Lϖ>0}
∣∣m((∆Y i

t ))
∣∣2 + C

N∑
i=1

W2(µ
N
t ,L0

t (yt))|∆Y i
t |.

Using now (3.10), similar procedures yield

N∑
i=1

〈F (t,Xi
t , µ

N
t )− F (t, xit,L0

t (yt)),∆Xi
t〉

≤ −
(
γf − L2

ϖ

4γl

) N∑
i=1

|∆Xi
t |2 +Nγl1{Lϖ>0}

∣∣m((∆Y i
t ))

∣∣2 + C

N∑
i=1

W2(µ
N
t ,L0

t (yt))|∆Xi
t |.

Since ∆Xi
0 = 0 for every i, by simple application of Itô-formula and the above estimates, we

obtain

N∑
i=1

E
[〈
∆Xi

T ,∆Y i
T

〉]
≤ −

(
γf − L2

ϖ

4γl

) N∑
i=1

E
∫ T

0
|∆Xi

t |2dt

+ C

N∑
i=1

E
∫ T

0
W2(µ

N
t ,L0

t (yt))
(
|∆Xi

t |+ |∆Y i
t |
)
dt .

(4.8)

On the other hand, with µN
g := 1

N

∑N
i=1 ∂xg(X

i
T , c

0
T , c

i
T ), we have from the terminal condition

N∑
i=1

〈G(µN
g , Xi

T )−G(L0
g, x

i
T ),∆Xi

T 〉

=
N∑
i=1

〈G(µN
g , Xi

T )−G(µN
g , xiT ),∆Xi

T 〉+
N∑
i=1

〈G(µN
g , xiT )−G(L0

g, x
i
T ),∆Xi

T 〉,

where we have omitted (c0t , c
i
T ) to lighten the notation. Now applying the inequality (3.11) to

the first term, we get

N∑
i=1

E
[〈
∆Y i

T ,∆Xi
T

〉]
≥ γ

N∑
i=1

E
[
|∆Xi

T |2
]
− b

1− b

N∑
i=1

E
[
W2(µ

N
g ,L0

g)|∆Xi
T |
]
. (4.9)
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Combining the two estimates (4.8) and (4.9), we have

N∑
i=1

E
[
|∆Xi

T |2 +
∫ T

0
|∆Xi

t |2dt
]
≤ C

N∑
i=1

E
∫ T

0
W2(µ

N
t ,L0

t (yt))
[
|∆Xi

t |+ |∆Y i
t |
]
dt

+ C

N∑
i=1

E
[
W2(µ

N
g ,L0

g)|∆Xi
T |
]
,

where the constant C now depends on γ, b but not on N . Since the random variables such as
∆Xi,∆Y i have the same distributions for all i due to the common coefficient functions, the
assumptions on ξi and ci and the structure of the probability space, we have

E
[
|∆Xi

T |2 +
∫ T

0
|∆Xi

t |2dt
]
≤ CE

∫ T

0
W2(µ

N
t ,L0

t (yt))
[
|∆Xi

t |+ |∆Y i
t |
]
dt

+ CE
[
W2(µ

N
g ,L0

g)|∆Xi
T |
]
,

for every 1 ≤ i ≤ N . Now, from Young’s inequality, we obtain

E
[
|∆Xi

T |2 +
∫ T

0
|∆Xi

t |2dt
]
≤ CE

∫ T

0

[
W2(µ

N
t ,L0

t (yt))
2 +W2(µ

N
t ,L0

t (yt))|∆Y i
t |
]
dt

+ CE
[
W2(µ

N
g ,L0

g)
2
]
,

(4.10)

for every 1 ≤ i ≤ N .
Second Step: A simple application of Itô-formula to |∆Y i

t |2 gives, for any t ∈ [0, T ],

E
[
|∆Y i

t |2 +
∫ T

t

(
|∆Zi,0

s |2 +
N∑
j=1

|∆Zi,j
s |2

)
ds
]

= E
[
|∆Y i

T |2 − 2

∫ T

t
〈F (s,Xi

s, µ
N
s )− F (s, xis,L0

s(ys)),∆Y i
s 〉ds

]
.

(4.11)

Note that, from Assumption 3.2 (iii) and the estimate (4.7),

|∆Y i
T | ≤ |G(µN

g , Xi
T )−G(µN

g , xiT )|+ |G(µN
g , xiT )−G(L0

g, x
i
T )|

≤ C
(
m((|∆Xj

T |)) + |∆Xi
T |+W2(µ

N
g ,L0

g)
)
.

Using this estimate and the exchangeability of variables, we obtain from (4.11) that

E
[
|∆Y i

t |2 +
∫ T

t

(
|∆Zi,0

s |2 +
N∑
j=1

|∆Zi,j
s |2

)
ds
]

≤ CE
[
|∆Xi

T |2 +W2(µ
N
g ,L0

g)
2
]
+ CE

∫ T

t

[
|∆Xi

s|+W2(µ
N
s ,L0

s(ys))
]
|∆Y i

s |ds

≤ CE
[
|∆Xi

T |2 +W2(µ
N
g ,L0

g)
2
]
+ CE

∫ T

0

(
|∆Xi

s|2 +W2(µ
N
s ,L0

s(ys))
2
)
ds+ CE

∫ T

t
|∆Y i

s |2ds,
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for every 1 ≤ i ≤ N . Here, we have used the triangle inequality w.r.t. the Wasserstein distance
W2 and the fact that

E
[
W2(µ

N
s , µN

s )2
]
≤ E

[ 1

N

N∑
j=1

|Y j
s − yjs|2

]
= E|∆Y i

s |2. (4.12)

By applying the backward Gronwall’s inequality and the estimate (4.10), we get

sup
t∈[0,T ]

E
[
|∆Y i

t |2
]
+ E

∫ T

0

(
|∆Zi,0

t |2 +
N∑
j=1

|∆Zi,j
t |2

)
dt

≤ CE
[
W2(µ

N
g ,L0

g)
2 +

∫ T

0

(
W2(µ

N
t ,L0

t (yt))
2 +W2(µ

N
t ,L0

t (yt))|∆Y i
t |
)
dt
]
.

Using Young’s inequality, we obtain

sup
t∈[0,T ]

E
[
|∆Y i

t |2
]
+ E

∫ T

0

(
|∆Zi,0

t |2 +
N∑
j=1

|∆Zi,j
t |2

)
dt

≤ CE
[
W2(µ

N
g ,L0

g)
2 +

∫ T

0
W2(µ

N
t ,L0

t (yt))
2dt

]
,

(4.13)

from which and (4.10), we also have

E
[
|∆Xi

T |2 +
∫ T

0
|∆Xi

t |2dt
]
≤ CE

[
W2(µ

N
g ,L0

g)
2 +

∫ T

0
W2(µ

N
t ,L0

t (yt))
2dt

]
. (4.14)

The inequality (4.6) now easily follows from (4.13), (4.14) and the standard application of the
Burkholder-Davis-Gundy inequality.

Combined with Lemma 4.1, Theorem 4.2 implies that the ith component (Xi, Y i, Zi,0, Zi,i)
of the solution of (4.1) converges strongly to the solution (xi, yi, zi,0, zi,i) of (4.2), where
Zi,j , j 6= i converge to zero. Note that (4.2) is equivalent to (3.4) in the setup with ϖt =

−E[y1t |F
0
t ], t ≥ 0, which is adapted to F0

the filtration generated by the common noise. There-
fore, in the large population limit, the optimal strategy for each agent i is unchanged even if
we restrict the space of his/her admissible strategies to Ai := H2(Fi;Rn). Recalling that Fi is

the product of F0
and Fi

, the idiosyncratic information for the other agents (Fj
, j 6= i) is not

required anymore. As a result, there is no need to impose the perfect information assumption
as announced in Remark 3.1.

Remark 4.3. Although it is for a specific economic model, let us emphasize that the proof
of convergence based on the monotonicity conditions for an arbitrary time interval was given
in the first time in our preprint [17] (Oct. 2020), which is the first version in arXiv of the
current manuscript. Although one can find related results on backward propagation of chaos
in the recent work [40] by Laurière and Tangpi, the proof given in their first version (Apr.
2020) in arXiv adopted a quite different approach, where the short-term estimates were sticked
together (Theorem 12). In the latest version of their manuscript, which is the second version
in arXiv, the corresponding result in Theorem 14 is now restricted to the case of sufficiently
small T . The new result in Theorem 18, that proves the convergence for general T , is now
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based on the similar monotonicity conditions as ours. However this version of the paper was
published at (Apr. 2021), i.e. after the publication of our manuscript in arXiv. Therefore,
as the timeline suggests, the direct application of monotonicity conditions related to those in
[41] is our original and given independently from their results. As for the difference from their
latest version, our monotonicity directly involves the measure argument and also the common
noise, which is not the case in their work.

Under the conditions used in Theorem 4.2, the market clearing price for the homogeneous
agents is given by

ϖHo
t := − 1

N

N∑
i=1

Y i
t , t ∈ [0, T ],

where (Y i)Ni=1 is the solution to the N -coupled system of FBSDEs (4.1). On the other hand,
the price process in the mean-field limit is given by

ϖMFG
t := −E

[
y1t |F

0
t

]
, t ∈ [0, T ], (4.15)

which is proven to clear the market asymptotically in the large population limit [16].

Corollary 4.1. Let Assumption 4.1 and also the conditions (ii) and (iii) of Assumption 3.3
be in force. With the above notations, we have

sup
t∈[0,T ]

E
[
|ϖHo

t −ϖMFG
t |2

]
+ E

[
sup

t∈[0,T ]

∣∣E[ϖHo
t |F0

t ]−ϖMFG
t

∣∣2]
≤ C

(
sup

t∈[0,T ]
E
[
W2(µ

N
t ,L0

t (yt))
2
]
+ E

[
W2(µ

N
g ,L0

g)
2
])

,

where C is some N -independent constant.

Proof. Using (4.7), we have∣∣ϖHo
t −ϖMFG

t

∣∣2 = ∣∣m(µN
t )−m(L0

t (yt))
∣∣2

≤ W2(µ
N
t ,L0

t (yt))
2 ≤ 2W2(µ

N
t , µN

t )2 + 2W2(µ
N
t ,L0

t (yt))
2.

The desired estimate for the first term now follows from (4.12).
Note that for any constants ai ∈ R, 1 ≤ i ≤ N , we have (

∑N
i=1 ai)

2 ≤ N
∑N

i=1 |ai|2. Hence

E
[
sup

t∈[0,T ]

∣∣E[ϖHo
t |F0

t ]−ϖMFG
t

∣∣2] = E
[
sup

t∈[0,T ]

∣∣∣ 1
N

N∑
i=1

E
[
Y i
t − yit|F

0
t

]∣∣∣2]
≤ E

[
sup

t∈[0,T ]

1

N

N∑
i=1

E
[
|Y i

t − yit|2|F
0
t

]]
≤ E

[
E
[
sup

t∈[0,T ]

N∑
i=1

1

N
|Y i

t − yit|2|F
0
]]

= E
[
sup

t∈[0,T ]
|∆Y 1

t |2
]
.

In the second equality, we used the fact that F0
is generated by the Brownian motion W 0 and

hence the additional information contained in F0
s, s ≥ t does not affect the expectation value
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of F∞
t -measurable random variables. Thus, we have

E
[
|Y i

t − yit|2|F
0
t

]
= E

[
|Y i

t − yit|2|F
0]

for any t ∈ [0, T ]. Using the exchangeability of (Y i, yi) and the result of Theorem 4.2, we
obtains the desired estimate for the second term.

Stability of the market price for the heterogeneous agents

Suppose that the N agents have the common discount parameter b and the common rate of
the trading fee Λ to be paid to the securities exchange. Instead of the homogeneous agents, we
now consider the case where the agents have different cost functions and different order-flow
from their clients; (li, σ

0
i , σi, f i, gi), 1 ≤ i ≤ N . Except the overall structure assumed in (3.2),

the cost functions (f i, gi) can be changed freely as long as they satisfy the convexity as well as
the monotonicity conditions uniformly. This is clear contrast to the existing literature where

one can change only the risk-tolerance coefficient, such as γi in exp
(
− x

γi

)
of the exponential

utility function, for example.

Proposition 4.1. Assume that the coefficients (b,Λ, li, σ
0
i , σi, f i, gi)

N
i=1 satisfy Assumptions 3.2

and 3.3, and that (l, σ0, σ, f , g) satisfy Assumption 4.1 and the conditions (ii), (iii) of Assump-

tion 3.3. Let us denote by
(
X̌i, Y̌ i, Ži,0, (Ži,j)Nj=1

)N
i=1

,
(
Xi, Y i, Zi,0, (Zi,j)Nj=1

)
and (xi, yi, zi,0, zi,i), i ≥

1 the unique solution to (3.6), (4.1) and (4.2), respectively. Then there exists some N indepen-
dent constant C such that

N∑
i=1

E
[
sup

t∈[0,T ]
|∆X̌i

t |2 + sup
t∈[0,T ]

|∆Y̌ i
t |2 +

∫ T

0

(
|∆Ži,0

t |2 +
N∑
j=1

|∆Ži,j
t |2

)
dt
]

≤ CNE
[
W2(µ

N
g ,L0

g)
2 +

∫ T

0
W2(µ

N
t ,L0

t (yt))
2dt

]
+ C

N∑
i=1

E
[
|δGi|2 +

∫ T

0

(
|δFi(t)|2 + |δBi(t)|2 + |δσ0

i (t)|2 + |δσi(t)|2
)
dt
]
,

where ∆X̌i := X̌i − xi, ∆Y̌ i := Y̌ i − yi, ∆Ži,0 := Ži,0 − zi,0, ∆Ži,j = Ži,j − δi,jz
i,i and

δBi(t) :=
(
li − l)

(
t, Y i

t , ϖ
Ho
t , c0t , c

i
t

)
, δFi(t) := −

(
∂xf i − ∂xf

)(
t,Xi

t , ϖ
Ho
t , c0t , c

i
t

)
,

δGi :=
b

1− b

N∑
j=1

(
∂xgj − ∂xg

)
(Xj

T , c
0
T , c

j
T ) + (∂xgi − ∂xg)(X

i
T , c

0
T , c

i
T ).

(δσ0
i , δσi)(t) :=

(
(σ0

i , σi)(t, c
0
t , c

i
t)− (σ0, σ)(t, c0t , c

i
t)
)
.

Proof. This is the direct consequence of Proposition 3.1 and Theorem 4.2.

From Theorem 3.4 we know that the market clearing price among the N heterogeneous
agents is given by

ϖHe
t := − 1

N

N∑
i=1

Y̌ i
t , t ∈ [0, T ].
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The next corollary gives the stability result of the market price around the mean-field limit.

Corollary 4.2. Under the assumptions used in Proposition 4.1, there exists some N indepen-
dent constant C such that

sup
t∈[0,T ]

E
[
|ϖHe

t −ϖMFG
t |2

]
+ E

[
sup

t∈[0,T ]

∣∣E[ϖHe
t |F0

t ]−ϖMFG
t

∣∣2]
≤ C

(
sup

t∈[0,T ]
E
[
W2(µ

N
t ,L0

t (yt))
2
]
+ E

[
W2(µ

N
g ,L0

g)
2
])

+C
1

N

N∑
i=1

E
[
|δGi|2 +

∫ T

0

(
|δFi(t)|2 + |δBi(t)|2 + |δσ0

i (t)|2 + |δσi(t)|2
)
dt
]
.

Proof. The desired estimate follows from Proposition 4.1. It is easy to check

|ϖHe
t −ϖMFG

t |2 ≤ 2
∣∣∣ 1
N

N∑
i=1

(Y̌ i
t − yit)

∣∣∣2 + 2|m(µN
t )−ϖMFG

t |2

≤ 2
1

N

N∑
i=1

|∆Y̌ i
t |2 + 2W2(µ

N
t ,L0

t (yt))
2,

which gives the estimate for the first term.

Using the fact that E[y1t |F
0
t ] = E[yit|F

0
t ] for any i ≥ 1, we have

E
[
sup

t∈[0,T ]

∣∣E[ϖHe
t |F0

t ]−ϖMFG
t

∣∣2] = E
[
sup

t∈[0,T ]

∣∣∣E[ 1
N

N∑
i=1

(Y̌ i
t − yit)|F

0
t

]∣∣∣2]
≤ E

[
E
[
sup

t∈[0,T ]
|∆Y̌ i

t |2|F
0
]]

= E
[
sup

t∈[0,T ]
|∆Y̌ i

t |2
]
.

This gives the estimate for the second term.

Remark 4.4. Corollary 4.2 implies that the market clearing price converges to the mean-field
limit ϖMFG if the difference of coefficients functions (δGi, δFi, δBi, δσ

0
i , δσi)i≥1 converges to

zero in the large population limit N → ∞. It is clear that any deviation from the limit coefficient
functions (g, f , l, σ0, σ) among the finite number of agents does not affect this convergence.

5 Conclusions and Discussion

In this work, we prove the existence of a unique market clearing equilibrium among the hetero-
geneous agents of finite population size under the assumption that they are the price takers.
We show the strong convergence to the corresponding mean-field limit given in [16] under
appropriate conditions. In particular, we provide the stability relation between the market
clearing price for the heterogeneous agents and that for the homogeneous mean-field limit. An
extension to multiple populations [15] as studied in Section 6 of [16] looks straightforward. In
the work [18], we have studied the similar problems in the presence of a major agent, who has
a non-negligible market share and hence receives a direct price impact from his/her trading.

One of the important remaining issues is to develop numerical evaluation technique so that
we can analyze the dynamics of equilibrium price. In particular, understanding the change of
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volatility of the price process with respect to those of risk-averseness of agents and the order
flows from the OTC clients will provide us an important insight of securities markets. Adopting
the linear-quadratic setup may provide us a semi-analytic solution for this problem.
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