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Abstract

This paper studies preferences over menus, and presents a theory of attribute-based

inferences, i.e., a decision-making based on attributes of alternatives. Attribute-based

inferences can often lead to systematic violations of rationality, namely, WARP (Weak

Axiom of Revealed Preference). The Compromise Effect (Simonson (1989)) is a typi-

cal example for the deviation from WARP. In this paper, we introduce plausible new

axioms for attribute-based inferences: Dominance, Dissatisfaction, and Contemplation.

The three key axioms characterize a dissatisficing-averse utility representation, in which

the decision maker determines the optimal weight on the objective attribute space to

minimize the deviation from each attribute-best option. We find out that the aversion

to the increase in the trade-off across attributes, stated as Dissatisfaction can lead to

the Compromise effect. Moreover, by imposing on Dominance, we argue that the Attrac-

tion Effect (Huber et al. (1982)), another typical behavioral regularity, may stem from

a different cognitive mechanism. As an extended analysis, this paper studies a pair of

preferences over menus and choice correspondences to provide behavioral foundations for

the ex-post choices of the dissatisficing-averse utility representation, and to consider a

relationship between menu-preferences and choices explicitly.
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1 Introduction

In real life, people often find it difficult to make choices, due to the fact that there are various

criteria for ranking alternatives such as attributes of alternatives. In attribute-based infer-

ences, attributes are interpreted as criterion or dimensions for decision-making. Classically,

Rosen (1974) introduces and applies attribute-based inferences into economic analysis.

There are mainly two steps for decision-making under attribute-based inferences. First,

the decision maker chooses an attribute space. Even though the decision maker may be

better to take all attributes into account, it appears to be cognitively demanding. This issue

is related to the notion of bounded rationality. Second, the decision maker needs to resolve the

trade-off between attributes. For example, consider the decision-making of booking a hotel.

If the decision maker tries to choose a hotel with a good location for sightseeing, booking

such a hotel might be beyond the budget of the decision maker.

It is widely recognized that attribute-based inferences can lead to systematic violations of

rationality. The Compromise Effect is a typical example in well-known behavioral regularities

such as violations of WARP (Weak Axiom of Revealed Preference). The Compromise effect

was introduced by Simonson (1989). The Compromise effect states that given a choice set, the

choice probability of an “intermediate” alternative increases, when an “extreme” alternative

is added. Recently, various models have been developed, which are consistent with the

compromise effect (de Clippel and Eliaz (2012); Tserenjigmid (2017), etc.).1 Most models

are axiomatically characterized by relaxing WARP, which makes it possible to provide testable

implications.

The robust tendency to exhibit the Compromise effect stems from attribute-based infer-

ences. In particular, the task of considering the trade-off across attributes is closely related to

the resulting behaviors. Since it is the difficult task, the decision maker may be averse to the

trade-off, and then choose a moderate alternative across attributes. Thus, we can interpret

the Compromise effect as the result of reasoning in attribute-based inference. However, it is

not easy to capture such an aspect in terms of choice functions/correspondences as primitives,

so we explicitly consider a relationship between preferences and the Compromise effect as a

choice behavior.

The motivation of this paper is to explore a cognitive foundation behind the Compromise

effect. In this paper, we study preferences over menus, and explore plausible axioms for

attribute-based inferences under the trade-off across attributes.2 We provide new axioms for

attribute-based inferences, and study how the decision maker chooses a menu under attribute-

based inferences. In the framework of preferences over menus, various models have already

been developed, ranging from self-control preferences (Gul and Pesendorfer (2001)), regret

1Both de Clippel and Eliaz (2012) and Tserenjigmid (2017) are also consistent with the Attraction effect

(Huber et al. (1982)), which is a behavioral regularity as a preference reversal.
2This framework was introduced in Kreps (1979), and generalized by Dekel et al. (2001).
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(Sarver (2008)), to social image (Dillenberger and Sadowski (2012)).

Traditionally, in attribute-based inferences, Krantz et al. (1971) is regarded as the seminal

literature on attribute-based inferences. They provide an axiomatic foundation for additively

separable utility representations in attribute-based inferences. Keeney and Raiffa (1976) refer

to the importance of the procedure of determining the optimal weight on attribute spaces

(Section 3.2.4; page 74 in the second edition). Indeed, the optimal weight is changeable,

depending on choice opportunities, i.e., menus. Consequently, the Compromise effect can

occur if the weight on the attribute space is reference-dependent/ menu-dependent. To

caputure such a procedural aspect, we need a richer structure such as preferences over menus.

The framework of preferences over menus has been explored to study subjective uncertainty

such as taste uncertainty (Dekel et al. (2001)). The process of determining the optimal weight

on attribute spaces can be regarded as a type of taste uncertainty.

The contribution of this paper is to provide an axiomatic foundation for attribute-based

inferences, by showing that exploring the best option on the efficient frontier in each menu on

the attribute-based utility space is equivalent to exploring the optimal weight on the attribute

space. Behaviorally, this model is consistent with the Compromise effect.3 We show that the

aversion to the increase in the trade-off across attributes is related to a class of preferences for

commitment (preferring smaller menus). To capture the procedural aspect in attribute-based

inferences, we consider the following new axioms explicitly.

First, we introduce the axiom of Dominance. To understand this axiom, let us note that

an attribute space is exogenously given. We say that an option dominates another option if

it is desirable in terms of all attribute-based evaluations. This axiom says that, if an option

q is dominated by some option p in a menu A, then adding it into the menu does not change

the ranking, i.e., A ∼ A∪ {q}. In this case, any trade-off between attributes does not occur.

In the example of booking a hotel, even if a higher priced hotel, located farther away is

added, the trade-off is not produced. Moreover, this axiom rules out the Attraction Effect

(Huber et al. (1982)). This axiom implies that a different cognitive mechanism can lead to

the Attraction effect.

Second, we introduce the key axiom of Dissatisfaction. Intuitively, the axiom states that

the decision maker dislikes increasing the trade-off between attributes, when a new option is

added. Formally, the axiom states that the decision maker dislikes adding an option q into

a menu A, i.e., A � A ∪ {q}, if the added option has the following property.4 First, there

are attributes i, j ∈ A such that, in an attribute i, there is an option p in a menu A that is

strictly desirable in terms of the attribute i, but, in another attribute j, q is strictly desirable

3Notice that this paper is not consistent with the Attraction effect. The Attraction effect appears to be

related to limited attention. See, for example, Ok et al. (2015). To study limited attention on preferences

over menus, we need a richer structure.
4This axiom is included into a class of commitment preferences: Set-Betweenness (Gul and Pesendorfer

(2001)), Dominance (Sarver (2008)), Exclusion (Stovall (2010)), etc.
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than p in terms of the attribute j. Second, p is preferred to q for some p in the menu A.

Intuitively, adding the option q may increase the trade-off across attributes due to the

first condition in Dissatisfaction. As a result, when making a choice, the “dissatisfaction”

due to reasoning on attributes may increase. For example, again, consider a decision-making

relating to booking a hotel. Suppose that the decision maker considers a menu A, and the

decision maker thinks that a hotel p is the best in the menu A. Then, the decision maker

finds a new hotel on the web where the location is great for sightseeing, but the hotel p in

the menu A is still better (the second condition in Dissatisfaction). If the new hotel is added,

then the criterion of attribute-based inferences can change, and the relative ranking may also

change. The decision maker dislikes producing new trade-off across attributes.

Third, we introduce the axiom of Contemplation for weights on the objective attribute

space. This axiom is a weaker version of the axiom of Independence (Dekel et al. (2001)). This

axiom has the following two conditions. The first condition states that in singleton menus,

there is no need for contemplation. This condition is standard, since in singleton menus,

the decision maker just chooses the option. The second condition refers to a property, when

the decision maker needs a contemplation. Consider a menu A. if both a menu A and

another menu B do not have a “desirable” option which dominates other options in terms

of attribute-based inferences, then the λ-mixture of A and B is preferred to A, i.e., for all

λ ∈ [0, 1], λA+ (1− λ)B � A. That is, the contemplation is required.5 This axiom captures

a natural procedure of attribute-based inferences. Intuitively, in the example of booking a

hotel, if there is no hotel that dominates all hotels, the decision maker contemplates which

hotel is better.

The key axioms, Dominance, Dissatisfaction, and Contemplation, along with other basic

axioms, characterize a dissatisficing-averse utility representation in attribute-based inferences.

The utility representation depicts the decision maker who determines the optimal weight on

the objective attribute space to minimize the deviation from each attribute-best option.

Since we relax the axiom of Independence, and impose on the key axiom of Dissatisfaction,

the resulting choice behaviors that reflect on menu preferences can deviate from the postulate

of rationality, i.e., WARP.

The new axioms for attribute-based inferences are closely related to the Compromise

effect in the cognitive mechanism. In psychology, it is observed that both the Attraction

effect and the Compromise effect can stem from the same heuristic. Simonson (1989) states

that the same group of subjects exhibits both effects in roughly the same magnitude. For this

evidence, both de Clippel and Eliaz (2012) and Tserenjigmid (2017) propose the single choice

5In the framework of preferences over menus, contemplations in attribute-based inferences are captured by

contingent planning. Consider two menus A,B. Then, consider an objective lottery of menus λA+ (1− λ)B.

The contingent planning means that the decision maker considers choosing an option p from the menu A if

the menu A is realized, and choosing an option q from the menu B if the menu B is realized.
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model to explain both effects. In this paper, on the other hand, to allow for the Attraction

effect, we need to rule out the axiom of Dominance. In this sense, the Attraction effect can

occur due to a cognitive mechanism different from attribute-based inferences including the

trade-off between attributes.

Some may think that the compromise effect is reminiscent of convex preferences. In

Mas-Colell, et al. (1995), the convexity of preference relations is interpreted as the formal

expression of a basic inclination of decision makers for “diversification”. In fact, this paper

relaxes the axiom of Independence. Mathematically, Independence leads to the linear struc-

ture of utility representations. However, the axiom of Contemplation itself cannot explain the

Compromise effect. Hence, the aversion to the increase in the trade-off between attributes,

captured by the axiom of Dissatisfaction, can lead to the Compromise effect.

This paper takes the framework of preferences over menus, and discusses the relationship

between raw preferences and reasoned choices. Gilboa (2009) refers to this issue in terms

of “feeling” and “reasoning.”6 In this paper, if an option dominates another option, then

there is no need for reasoning (see the axiom of Dominance). This can correspond to “raw

preference” because there is no inference for decision-making. On the other hand, this paper

requires that if such a dominance option does not exist, then contemplation is necessary.

By taking preferences over menus as primitives, the difference between raw preferences and

reasoned choices is axiomatically captured. The difference can be revealed by the resulting

choice behaviors.

As an extended analysis, this paper studies a pair of preferences over menus and choice

correspondence, i.e., 〈�, C〉, to study ex-post choices of the dissatisficing-averse utility rep-

resentation, i.e., the resulting behaviors in the model. We characterize the ex-post choice,

by relaxing the postulate of rationality, namely, WARP, along with other basic axioms. We

study a relationship between menu-preferences and choices.

The rest of this paper is organized as follows. In Section 2, we introduce the axioms of

this chapter. In Section 3, we state the representation theorem (Theorem 1), the uniqueness

result (Proposition 1), the proof outline of Theorem 1, comparative statics (Proposition 2),

and the characterization of ex-post choices (Proposition 3). In Section 4, we discuss literature

review and present concluding comments. All proofs are in the Appendix.

2 Axioms

Let X := Πn
i=1Xi be a finite set of all alternatives, where Xi is a domain of attribute i of

alternatives. This domain corresponds to an attribute i’s evaluation for alternatives. We

6See Gilboa et al. (2012). Zajonc (1980) uses the phrase “preference requires no inference.”
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assume that an attribute space A is finite, i.e., A = {1, · · · , n} and |A| = n.7 The elements of

Xi are denoted by xi, yi, zi ∈ Xi. For each i, let ∆(Xi) be a set of probability distributions

over Xi, endowed with the Euclidean metric d. Since each Xi is finite, the topology generated

by the Euclidean metric d is equivalent to the weak∗ topology on ∆(Xi). The elements of

∆(Xi) are denoted by pi, qi, ri ∈ ∆(Xi).
8

An option is denoted by p := (p1, · · · , pn). Let X :=
∏n
i=1 ∆(Xi) be a set of all options.9

Let A be the set of all non-empty closed and compact subsets of X , endowed with the

Hausdorff metric. The Hausdorff metric is defined by

dh(A,B) := max

{
max
p∈A

min
q∈B

d(p,q),max
p∈B

min
q∈A

d(p,q)

}
.

Menus are denoted by A,B,C ∈ A. Define the convex combinations in the standard manner:

For any A,B ∈ A and for any λ ∈ [0, 1],

λA+ (1− λ)B := {λp + (1− λ)q | p ∈ A,p ∈ B}.

The primitive of the model is a binary relation � over A. The binary relation � describes

the decision maker’s menu-preferences under attribute-based inferences. The asymmetric and

symmetric parts of � are denoted by � and ∼ respectively.

First, we provide standard requirements in decision theory. The first condition says that

all menus are comparable. Plus, the ranking of menu-preferences is consistent. The second

condition states that there is no jump for menu preferences. The third condition requires

that there exists a singleton menu which is strictly preferred.

Axiom (Standard Preferences): � is (i) a weak order, (ii) continuous, and (iii) non-degenerate:

(i) (Weak Order): � is complete and transitive.

(ii) (Continuity): The sets {A ∈ A | A � B} and {A ∈ A | B � A} are closed (in the

Hausdorff metric dh) .

(iii) (Strict Non-Degeneracy): There exist p,q ∈ X such that {p} � {q}.

By assumption, an objective attribute space A = {1, · · · , n} is exogenously given. For

notational convenience, we write Xi := ∆(Xi) and X−i :=
∏
j 6=i ∆(Xj), for each i ∈ A. The

7We assume that |A| > 1. In the case of |A| = 1, the result in this paper holds. I thank Daisuke Oyama

for his comment.
8A lottery pi is interpreted as follows. For example, suppose that a university has application letters from

Ph.D. applicants with TOEFL iBT scores. However, the university is still uncertain how well the Ph.D.

applicants can speak English. The lottery pi captures a risky prospect of the university for a candidate’s

attribute-based evaluation.
9In this setting, each element in options is independent.
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following axiom is a separable condition between attribute-based rankings.

Axiom (Separability): For any pi, qi ∈ Xi and r−i, r
′
−i ∈ X−i,

{(pi, r−i)} � {(qi, r−i)} ⇒ {(pi, r′−i)} � {(qi, r′−i)}.

This axiom requires that the decision maker can consider each attribute-based evaluation

separately. Consider two options (pi, r−i) and (qi, r−i) that are only different from an attribute

i. If the decision maker has a taste {(pi, r−i)} � {(qi, r−i)}, this taste should stem from the

difference between pi and qi.

The definition of %i on Xi is introduced in the following way, which is induced by the

primitive of the model, i.e., � on A.

Definition 1. For any pi, qi ∈ Xi,

pi %i qi ⇔ {(pi, r−i)} � {(qi, r−i)},

for any r−i ∈ X−i.

Notice that each ranking for an attribute i, %i, is well-defined (see Appendix A). By using

the definition of (%i)i∈A, we provide the following monotonic condition.

Axiom (Dominance): If for any q ∈ X , there exists p ∈ A such that for any i ∈ A,

pi %i qi, then A ∼ A ∪ {q}.

This axiom says that if an option q is dominated by some alternative p, in terms of attribute-

based inferences, i.e., for all i ∈ A, pi %i qi, then the option q is not chosen, even if adding

q into A.10 Intuitively, since two menus A and A ∼ A ∪ {q} are indifferent, the existence

of the option q does not produce any “dissatisfaction.” Consider the example of booking a

hotel. Suppose that a decision maker considers two attributes of hotels; (i) accommodation

fees and (ii) locations. Even if an inferior hotel is added into a menu which the decision

maker faces, the choice of booking hotels does not change.

One remark is that this axiom rules out the Attraction effect introduced by Huber et al.

(1982). The Attraction effect says that, given a choice set (menu), when an alternative that

is asymmetry dominated or relatively inferior is added into the choice set, the probability of

choosing the dominating alternative increases. However, the axiom requires that adding such

an option into menus does not change the ranking.

We introduce a new axiom, called Dissatisfaction.

Axiom (Dissatisfaction): For any q ∈ X , if

10In the case of |A| = 1, the axiom corresponds to a weaker version of the axiom of Strategic Rationality in

Kreps (1979): A � B ⇒ A ∼ A ∪B. Our axiom only considers the case of menu |B| = 1.
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(i) there exist i, j ∈ A such that

(a) for some p ∈ A, pi �i qi;

(b) for any p ∈ A, qj �j pj ; and

(ii) {p} � {q} for some p ∈ A,

then

A � A ∪ {q}.

This axiom says that, for any options q, there exist attributes i, j ∈ A such that pi �i qi and

pj ≺j qj for some p in a menu A, and {p} � {q}. Then, the decision maker dislikes adding

q into the menu A.11

The notion of “dissatisfaction” is interpreted as follows. By the axiom of Dominance, if

for any alternatives q in a menu A, there exists p in the menu A such that for all attributes

i ∈ A, pi �i qi, then p is chosen from the menu A. However, such an “ideal” option rarely

exists in reality. Under the trade-off among attributes, the decision maker tries to have an

agreement or a compromise among attributes, to make a choice. This contemplation is related

to decrease the dissatisfaction from the ideal criterion.

The axiom states that, intuitively, if for some j ∈ A, q is %j-best in the menu A ∪ {q},
then the dissatisfaction can increase. To avoid this, the decision maker dislikes adding q into

the menu A. This is the attitude toward the aversion to the increase in the trade-off between

attributes.

Consider the example of booking a hotel. Suppose, again, that a decision maker considers

two attributes of hotels; accommodation fees and locations. A decision maker considers

whether a hotel is added into her consideration or not. In terms of attributes of hotels,

the hotel is not dominated by any hotels in her consideration. That is, there is a trade-off

between attributes (the conditions (a) and (b)). If for any hotels in her consideration, the

new hotel is desirable, the hotel is added into her consideration. However, if there is already

a hotel in her consideration that is better than the new hotel, the new hotel is not probably

chosen (the condition (ii)). Hence, the decision maker does not have to add the new hotel

into her consideration.

Finally, we provide the axiom of Contemplation, a weaker version of Independence. The

axiom of Independence is stated as follows: For any A,B ∈ A and λ ∈ [0, 1],

A � B ⇒ λA+ (1− λ)C � λB + (1− λ)C.

11In the case of |A| = 1, the condition (i) is redundant. The axiom is equivalent to the axiom of Dominancein

Sarver (2008). I would like to thank Daisuke Oyama for his comment.
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The axiom of Contemplation has two conditions.12 The first condition says that the axiom

of Independence holds under any mixtures of singleton menus. Singleton menus have no re-

quirement for reasoning. The second condition says that if both a menu A and another menu

B do not have a “desirable” option that dominates other options in terms of attribute-based

inferences, then the λ-mixture of A and B is preferred to A. Formally, the axiom is stated

as follows.

Axiom (Contemplation): � satisfies the following two conditions:

(i) (No Need for Contemplation): For any A,B ∈ A, p ∈ X , and λ ∈ [0, 1],

A � B ⇒ λA+ (1− λ){p} � λB + (1− λ){p}.

(ii) (Contemplation Seeking)13: For any A,B ∈ A,

(a) if there exist i, j ∈ A such that

• for any p ∈ A, there exists q ∈ B such that qi �i pi;
• for any q ∈ B, there exists p ∈ A such that pj �j qj ; and

(b) A ∼ B,

then, for any λ ∈ [0, 1],

λA+ (1− λ)B � A.

Notice that there is no cost of reading options in a menu, so, the size of menus does not

matter for the contemplation in attribute-based inferences. First, in singleton menus, there

is no need for contemplation in decision-making. The axiom of Independence holds under the

mixtures of singletons.

Second, for any two menus, A and B, if both A and B do not have a “desirable” option

that dominates other options in terms of attribute-based inferences, then the contemplation

12This “contemplation” is different from the costly contemplation in Ergin and Sarver (2010a). They study

the decision maker who explores a subjective state space with costly contemplation. On the other hand,

this paper studies the decision maker who explores the optimal weight on the objective attribute space via

contemplation.
13In the case |A| = 1, the condition (a) is redundant. The condition (b) says that if the two menus are

indifferent, then the λ-mixture as a contingent planning is preferred. This leads to the consideration in the

minimum requirement in attribute-based inferences. In the example of booking a hotel, suppose the decision

maker considers three attributes of hotels: accommodation fees, locations, and services. If the condition (a)

is ruled out, the axiom of Contemplation Seeking leads to the consideration in the pessimistic evaluations

under attribute-based inferences. That is, the decision maker only considers one attribute such as locations.

This contemplation is interpreted as the minimum requirement (reasoning) in decision-making. I would like

to thank Hitoshi Matsushima for his comment.
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in contingent planning, i.e., choosing p in A with probability λ and choosing q in A with

probability 1− λ, is needed. Remember that, by letting λ ∈ [0, 1],

λA+ (1− λ)B = {λp + (1− λ)q | p ∈ A,p ∈ B}.

Then, contemplation-seeking can lead to the complementary across attributes.

3 Result

3.1 Representation Theorem

We state the main result. Let Λ(A) be the set of all non-empty compact subsets of non-

negative measures on A. Given a menu A ∈ A, let u∗(A) := (maxp∈A ui(pi))i∈A be the ideal

option of the menu A.

Theorem 1. The following statements are equivalent:

(a) � on A satisfies Standard Preferences, Separability, Dominance, Dissatisfaction, and

Contemplation.

(b) There exists a pair 〈 U ,M 〉 where U = (u1, · · · , ui, · · · , un) is a set of non-constant

utility functions where ui : Xi → R, and M is a set of non-negative measures on A defined

by M : Rn → Λ(A), such that � is represented by V : A → R defined by

V (A) = max
p∈A

[∑
i∈A

ui(pi)− min
µ∈M(u∗(A))

∑
i∈A

µi
(
max
q∈A

(ui(qi)− ui(pi))
)]
,

and the following conditions hold:

(i) M is consistent: for each µ, µ′ ∈M and p ∈ X ,
∑

i∈A µiui(pi) =
∑

i∈A µ
′
iui(pi);

(ii) M is minimal: for any compact subset M′ of M, the function V ′ obtained by replacing

M with M′ no longer represents �.

We explain about the interpretation of the main result of this chapter. We call the

utility representation the dissatisficing-averse utility representation if � satisfies the axioms

in Theorem 1. This utility representation has the following two terms. In the similar way

with Tversky and Simonson (1993), we have a linear combination of two terms: the reference-

independent value of options and the impact of relative evaluations of options in each menu.

The first term is the aggregation of each attribute-based value (ui)i∈A without reference-

dependence. In singleton menus, for each {p} ∈ A,

V ({p}) = U(p) =
∑
i∈A

ui(pi).

The second term is the key part in the dissatisficing-averse utility representation. For each

attribute i ∈ A, maxq∈A(ui(qi) − ui(pi)) captures the dissatisfaction in an attribute i. The
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decision maker has a set of weights on the attribute space that depends on the ideal option

in the menu A. Different menus have different ideal options. The decision maker chooses

the optimal weight to minimize the dissatisfaction from the ideal option in attribute-based

inferences.

3.2 Uniqueness Result

We state the uniqueness result.

Proposition 1. Suppose that two dissatisficing-averse model 〈U ,M〉 and 〈U ′,M′〉 represent

the same �. Then, the following statements hold: There exists α > 0 and βi ∈ R for each

i ∈ A such that

(i) for any i ∈ A, ui = αu′i + βi.

(ii) M = αM′.

3.3 Proof Overview

We provide a proof outline of the sufficiency part in Theorem 1. We have mainly three steps.

In Step 1, first, we can show that, by the axiom of Standard Preferences, � on A is

represented by V : A → R, i.e., for any A,B ∈ A,

A � B ⇔ V (A) ≥ V (B).14

Next, we show that each %i on Xi is represented by ui : Xi → R, by mainly using the

axioms of Standard Preferences and Separability. To do so, we show that each %i (i ∈ A)

is well-defined, and that each %i (i ∈ A) satisfies the axiom of Independence (in the vNM

Expected Utility Theorem), by using the axiom of No Need for Contemplation in the key

axiom of Contemplation. Then, we obtain the following. For each i ∈ A, for any pi, qi ∈ Xi,

pi %i qi ⇔ ui(pi) ≥ ui(qi).

Finally, we can show that a binary relation % on X satisfies the axioms of additively separable

utility representations in Krantz et al. (1971). This corresponds to the case of singleton-menu

comparisons. That is, for any p,q ∈ X ,

{p} � {q} ⇔
∑
i∈A

ui(pi) ≥
∑
i∈A

ui(qi).

In Step 2, by mainly using the axiom of Contemplation, we show that a utility of a menu

has certain desired properties (See Lemma 4). First, we consider a set of attribute-based

14The mathematical backgroud is in Debreu (1959).
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utilities of options on an attribute-based utility space. To do so, by Step 1, we can use the

property of positive affine transformations for each ui. Without loss of generality, consider

ui : Xi → R+ for each i ∈ A. For any A ∈ A, define

u(A) :=
{ ( u1(p1)∑

i∈A ui(pi)
, · · · , un(pn)∑

i∈A ui(pi)

)
∈ Rn | p = (p1, · · · , pn) ∈ A

}
.

Let {u(A) | A ∈ A }. Notice that each A ∈ A is compact. u(A) is also compact by the

continuity of ui (i ∈ A). Define �∗ on A∗ in the following way:

A∗ �∗ B if A � B,

where A∗ = u(A) and B∗ = u(B). The asymmetric and symmetric parts of �∗ are denoted

by �∗ and ∼∗, respectively. Then, we show that �∗ is well-defined. Next, we introduce the

axiom of Translation Invariance. We define the set of translations in the following way.

Θ :=
{
θ ∈ Rn |

n∑
i=1

θi = 0
}
.

For any A∗ ∈ A∗ and θ ∈ Θ, define A∗ + θ := {u+ θ | u ∈ A∗ }.

Axiom∗ (Translation Invariance∗): For any A∗, B∗ ∈ A∗ and θ ∈ Θ such that A∗+θ,B∗+θ ∈
A∗,

A∗ �∗ B∗ ⇒ A∗ + θ �∗ B∗ + θ.

Finally, by using the axiom, we show that a utility of a menu has certain properties. We

construct a value function V ∗ : A∗ → R that represents �∗ on A∗. We say that V ∗ is

translation linear if for all A∗ ∈ A and θ ∈ Θ, there exists v ∈ Rn such that

V ∗(A∗ + θ) = V ∗(A∗) + v · θ.

We verify that V ∗ has certain properties. If �∗ is a continuous weak order that satisfies

Dominance∗, Dissatisfaction∗, and Contemplation∗, then there exists V ∗ : A∗ → R with the

following properties:

(i) For any A∗, B∗ ∈ A∗, A∗ �∗ B∗ ⇔ V ∗(A∗) ≥ V ∗(B∗).

(ii) V ∗ is continuous, concave, and translation linear.

(iii) For any A∗, B∗ ∈ A∗, if V ∗(A∗) ≥ V ∗(B∗) ⇔ V ′∗(A∗) ≥ V ′∗(B∗), then there exists

a > 0 and b ∈ R such that V ′∗ = aV ∗ + b.

In Step 3, we complete the dissatisficing-averse utility representation. To do so, we

identify a subjective state space of the representation. We show that the state space is finite,

11



by applying the result of Kopylov (2009). We have the state space such that the number of

the state space is n+ 1. The first n states are related to the objective attribute space. Each

state is related to each attribute i ∈ A. The rest is related to the procedure of contemplation

in attribute-based inferences. For this state, we apply the duality result in convex analysis.

Let U(p) =
∑

i∈A ui(pi) for each p ∈ X . Let u(p) = (u1(p1), · · · , un(pn)) for each p ∈ X .

Define a functional J : Rn × Rn → R by

J(u∗(A),u∗(A)− u(p)) := U(p)− V ∗(A∗)︸ ︷︷ ︸
dissatisfaction

,

where u∗(A) = (maxp∈A ui(pi))i∈A and for some p ∈ A.

First, we show that J is well-defined. Second, we show that J has certain properties. We

show that J is monotonic, i.e., given a ∈ Rn, if b ≥ b′, then J(a, b) ≥ J(a, b′). Moreover, by

definition, J is continuous in the second arguments, i.e., for any a ∈ Rn, J(a, ·) is continuous.

We also show that J is homogeneous of degree one with respect to the second arguments,

i.e., for any pair (a, b) and λ ∈ (0, 1), J(a, λb) = λJ(a, b). Thus, we can define a functional

J : Rn × Rn → Rn by, for all A ∈ A with p ∈ A,

J(u∗(A),u∗(A)− u(p)) := Ĵ(u∗(A))(u∗(A)− u(p)),

for some Ĵ : Rn → Rn.

The case of |A| = 2, given a menu A ∈ A is described in the following way. For simplicity,

let u1 = u1(p1), u2 = u2(p2),u∗1 = maxu1, and u∗2 = maxu2. Assume |A| > 1.

Attribute 1（u1）

At
tri

bu
te

 2
（

u 2
）

A*

u*1 - u1

u*2 - u2

J (u*(A)) [u*(A) - u(p)]

Figure 1: the functional Ĵ : the case |A| = 2

We apply the duality result into the desired utility representation. That is, exploring

the best option on the Pareto frontier in each menu on the attribute-based utility space is
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equivalent to exploring the optimal weight on the attribute space. To apply the Riesz’s

representation theorem with the duality result, let us introduce some notation.

Let U be the set of profiles of continuous real-valued functions on the attribute space A,

denoted by U = {(ui)i∈A|ui : Xi → R, for all i ∈ A}. Let σA : U → R defined by

σA(u) = max
p∈A

u · p = max
p∈A

u1(p1) + · · ·+ un(pn).

Let C(U) be the set of continuous real-valued functions on A. Let Σ = {σA ∈ C(U)|A ∈ A}.
Let 〈σ,µ〉 =

∑
i∈A uiµi. Let C∗(U) be the set of all finite Borel non-negative measures on A.

The non-negativity of measures follows from the monotonicity of J .

Moreover, let us introduce the following notation. Let M ⊂ C∗(U) be the set of weights

(non-negative measures) on the attribute space. We have the following claim: M(u∗(A)) ⊂
C∗(U) is weak∗ compact (we apply the result of Ergin and Sarver (2010a)). Moreover, for

any weak∗ compact M⊂ C∗(U),

Ĵ(u∗(A))(σ) = min
µ∈M(u∗(A))

[
〈σ,µ〉 − Ĵ(u∗(A))(µ)

]
, ∀σ ∈ Σ.

By the definition of J , for all A∗ ∈ A∗,

V ∗(A∗) = max
u∈A∗

∑
i

ui − min
µ∈M(u∗(A))

[
〈σ,µ〉 − Ĵ∗(u∗(A))(µ)

]
.

Now, we apply the result in Ergin and Sarver (2010b) (Corollary 2). For any A∗ ∈ A∗,

V ∗(A∗) subject to c(µ) ≤ k,

for some c : C∗(U) → R and k ∈ R. Then, let M(u∗(A)) = { µ ∈ M(u∗(A)) | c(µ) ≤ k }.
Since c is lower semicontinuous (Ergin and Sarver (2010b)), M(u∗(A)) is compact. Hence,

the set of non-negative measures on U is obtained.

By the preceding steps, we obtain the following functional form. For any A∗ ∈ A∗,

V ∗(A∗) = max
u∈A∗

∑
i∈A

ui + min
µ∈M(u∗(A))

max
u∈A∗

(∑
i∈A

uiµi

)
.

For any A ∈ A, define V (A) = V ∗(A∗). Then, we have A � B ⇔ A∗ �∗ B∗ ⇔ V ∗(A∗) ≥
V ∗(B∗)⇔ V (A) ≥ V (B). By arranging the terms, we have the desired representation.

3.4 Characterization of Weights on Attribute Spaces

We study a comparative statics on the set of weights M on an objective attribute space A.

Remember that the set of weightsM is reference-dependent, especially, menu-dependent. To

study a comparative attitude toward weighting on attributes, fix an arbitrary menu A ∈ A.

Consider two decision makers: Mr.X and Mr.Y . Let �j be the binary relation over A of

Mr.j (j ∈ {X,Y }). Assume that the two decision makers have the same attribute functions,

i.e., for all i ∈ A, uXi = uYi .
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Definition 2. �X exhibits a stronger contemplation-seeking than �Y if, for all A ∈ A and

p ∈ A,

A �Y {p} ⇒ A �X {p}.

This definition states that Mr.X prefers a menu A to an alternative p in the menu A,

whenever Mr.Y does. Intuitively, each decision maker prefers making a choice with contem-

plation from the menu A to choosing any option in the menu A as a singleton.

Definition 3. MX exhibits more extreme-aversion than MY if for any µY ∈ MY , there

exists µX ∈MX such that for each p ∈ A,
∑

i∈A µ
X
i ui(pi) ≥

∑
i∈A µ

Y
i ui(pi).

Proposition 2. Suppose that �j (j ∈ {X,Y }) is represented by a pair 〈U ,Mj〉. Then, the

following statements are equivalent:

(i) �X exhibits a stronger contemplation-seeking than �Y .

(ii) MX exhibits more extreme-aversion than MY .

This result states that �X exhibits a stronger contemplation-seeking than �Y if and only

if Mr.X has a weight on the attribute space which leads to extreme-averse more than that of

Mr.Y .

3.5 Ex-Post Choices

To study ex-post choices, we investigate the pair 〈�, C〉 where C is a choice correspondence.

We say that a correspondence C : A ⇒ X is a choice correspondence if for all A ∈ A,

C(A) ⊆ A and C(A) 6= ∅. We say that p is ideal in A if for all q ∈ A \ {p}, pi %i qi for all

i ∈ A. Let

Ap := {A ∈ A | p is ideal in A}.

The first axiom is a weaker version of WARP (Weak Axiom of Revealed Preference). This

axiom states that if two menus A and B share the ideal option in terms of attribute-based

inferences, then WARP holds. Under such two menus, the decision maker leads to the same

level of contemplation in attribute-based inferences.

Axiom (WARP with Attributes): For any A,B ∈ Ap and p,q ∈ A ∩ B, if p ∈ C(A),

and q ∈ C(B), then p ∈ C(B).

The second axiom is a standard continuity condition. Since X is compact, and A is

endowed with the Hausdorff metric, the property of Closed Graph is equivalent to the up-

per hemicontinuity of C (Aliprantis and Border (2006)). It is postulated that C is continuous.
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Axiom (Closed Graph): The set {(p, A) | p ∈ C(A) and A ∈ A} is closed in X ×A.

The third condition is a consistency condition between the ex-ante menu preference �
and the ex-post choice C. This axiom states that if p is strictly preferred at the ex-ante stage

under A ∪ {p}, then p should be chosen at the ex-post stage.

Axiom (Consistency): If for any p ∈ X and A ∈ A,

A ∪ {p} � A⇒ C(A ∪ {p}) = {p}.

Proposition 3. Let � be represented by a pair 〈U ,M〉. Then, a choice correspondence C

satisfies WARP with Attributes, Closed Graph, and Consistency if and only if, for any A ∈ A,

C(A) = arg max
p∈A

[∑
i∈A

ui(pi)− max
µ∈M(u∗(A))

∑
i∈A

µi
(
max
q∈A

(ui(qi)− ui(pi))
)]
.

4 Discussion, Literature Review, and Concluding Remarks

4.1 Subjective State Spaces

Kreps (1979) develops the framework of preferences over menus, and Dekel et al. (2001)

generalize the framework. Kreps (1979) introduces the axiom of Monotonicity : B ⊆ A ⇒
A � B. This axiom requires that the decision maker prefers larger menus, which reflects

on preferences for flexibility. On the other hand, in this paper, to capture the aversion to

trade-off across attribute-based evaluations, the axiom of Dissatisfaction is introduced.

To study a class of preferences for commitment, Gul and Pesendorfer (2001) introduce the

axiom of Set-Betweenness: A � B ⇒ A � A ∪ B � B to investigate a relationship between

temptation and self-control. Stovall (2010) extends the theory of self-control preferences into

multiple temptations by providing a weaker version Set-Betweenness. Sarver (2008) studies a

theory of anticipated regret. Sarver (2008) introduces the axiom of Dominance: If {p} � {q}
for some p ∈ A, then A � A ∪ {q}. In this paper, given an attribute space exogenously, a

type of commitment preferences is introduced to study dissatisficing-averse preferences.

By imposing on the axiom of Monotonicity, we can develop a theory of attribute-based

inferences, in which a state-dependent weight on an objective attribute space is elicited. Since

the axiom of Dissatisfaction is not consistent with the axiom of Monotonicity, we need to

rule out the axiom of Dissatisfaction, and consider a new axiom related to preferences for

flexibility.15 This is a future task.

15For example, we can consider “subjective” uncertainty under attribute-based inferences. If there is a trade-

off between attributes, the decision maker may prefer larger menus to resolve the trade-off, by considering a

lot of options.
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4.2 Reasoned Choices

Decision-making with “contemplation” is related to reasoned choices. Gilboa (2009) refers

to a relationship between raw preferences and reasoned choices. Raw preferences are tastes

with no need for inferences (Zajonc (1980)). In attribute-based inferences, raw preferences

are interpreted as follows: for all p,q ∈∈ X ,

(∀i ∈ A) pi %i qi ⇒ {p} � {q}.

This statement is obtained from the axiom of Dominance. If an option dominates another

option, then the decision maker does not have to contemplate which one is desirable.

In general, there is often a trade-off across attribute-based evaluations. Consumers often

face a problem of choosing a product under two options: one is an option p with high-prices

but high-qualities and another is an option q with low-prices but low-qualities. Under this

menu {p,q}, the decision maker needs a contemplation for decision-making. In this paper, the

difference between raw preferences and reasoned choices may be captured by ex-post choices

(observed resulting choice behaviors) such as preference reversals. Due to contemplation in

decision-making process, weights on an objective attribute space are reference-dependent.

In the study of subjective state spaces, Ergin and Sarver (2010a) study a theory of con-

templation in subjective state spaces. In their model, state spaces are endogenous, and the

decision maker explores her own subjective state space with contemplation. Dillenberger

et al. (2014) study a theory of subjective learning. In Dillenberger et al. (2014), an infor-

mation signal on an objective state space is obtained for the decision maker, but it is not

observable for the decision analyst. Since this paper considers an objective attribute space,

a contemplation for attribute spaces, or a subjective learning for attribute spaces is a future

task.

4.3 Preference Reversal: the Compromise Effect

Simonson (1989) reports that decision makers have a tendency to exhibit extremeness-

aversion in attribute-based inferences. Such a behavioral regularity is called the Compromise

Effect. We verify that the ex-post choice of the dissatisficing-averse utility representation can

allow for the Compromise effect. To study the Compromise effect, consider the pair 〈�, C〉
in the subsection 3.5. For simplicity, assume that an attribute space A has two attributes,

i.e., A = {1, 2}. Define the Compromise effect in the following.

Definition 4. Suppose that p,q, r ∈ X such that q1 �1 p1 �1 r1 and r2 �2 p2 �2 q2, and

that C({p, r}) = p. Then, the pair 〈�, C〉 exhibits the compromise effect if

q ∈ C({p,q}) and p ∈ C({p,q, r}).
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As mentioned above, since weights on an objective attribute space are reference-dependent,

the contemplation might produce the Compromise effect. To study a relationship between

the Compromise effect and the dissatisficing-averse utility representation, Notice that the

set of weights where M depends on the ideal point of each menu defined by u∗(A) =

(maxp∈A ui(pi))i∈A.

q

r

Attribute 2

Attribute 1

p

q

Attribute 2

Attribute 1

p

q is chosen from {p,q} p is chosen from {p,q, r}

(1+μ’1)u1 + (1+μ’2)u2

(1+μ*1)u1 + (1+μ*2)u2

Figure 2: the Compromise Effect

Consider p,q, r ∈ X such that q1 �1 p1 �1 r1 and r2 �2 p2 �2 q2. Suppose that

C({p, r}) = {p}. Then, {p} � {r}. Given a menu {p,q}, consider adding an option r into

{p,q}. By the axiom of Dissatisfaction, {p,q} � {p,q, r}. From the ex-ante preference

�, the different options can be chosen at the ex-post stage. That is, C({p,q}) = {q}, and

C({p,q, r}) = {p}.

4.4 Attribute Spaces

In this paper, an attribute space is exogenously given. This makes it possible for us to consider

plausible axioms on attribute-based inferences. However, in general, decision analysts cannot

observe attribute spaces directly. Ok et al. (2015) elicits an endogenous attribute space by

using the framework of revealed preference theory. Ok et al. (2015) also has an endogenous

reference point that is one of feasible alternatives in a given menu. Their reference-dependent

choice model allows for the Attraction effect. Notice that we provide the axiom of Dominance,

which rules out the attraction effect. Since Ok et al. (2015) is not consistent with the

compromise effect, there can be a different cognitive mechanism behind the Attraction and

the Compromise effects. This is a future task to get a deeper understanding for the two

effects.

4.5 Literature Review

In relation to the literature, this paper has the following advantages. First, we study prefer-

ences over menus, and present a theory of attribute-based inferences. The axiom of Dissat-
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isfaction is closely related to the Compromise effect, by requiring that the decision maker is

averse to the increase in the trade-off between attributes. Moreover, the axiom of Dominance

rules out the Attraction effect. This implies that there is a different cognitive mechanism

behind the Attraction effect. Second, this framework makes it possible to extend the further

tasks such as intertemporal choices, stochastic choices, and so on. To access the contributions

of this paper, we discuss literature review below.

Regret

The representation in this paper is a disatisficing-averse utility representation. We mention

that a dissatisfaction stems from each attribute-best option in choice sets. In the theory of

non-Expected Utility, the notion of regret is similar to that of dissatisficing. One remark is

that regret stem from each state-contingent best act in choice sets. State spaces are different

from attribute spaces, so the interpretations are also different. Such a regret occurs after a

state is realized. On the other hand, a dissatisficing is driven by attribute-based inferences,

which is different from (objective) state spaces.

In the main literature on regret aversion, Hayashi (2008) proposes an axiomatic model of

decision-making under uncertainty in which the decision maker is driven by anticipated ex

post regrets. Hayashi (2008) takes a choice function as a primitive. The axiomatic character-

ization is also different from the characterization in this paper. For other studies on regret,

see the related literature of Hayashi (2008) therein.

Choice Theory

Recently, various axiomatic models have been developed to explain the Attraction effect or

the Compromise effect, or both, by relaxing WARP.

Ok et al. (2015) propose a reference-dependent model that allows for the Attraction

effect, but not the Compromise effect. In their model, given a choice set A, the decision

maker maximizes a utility function by forming a consideration set intentionally or not. In

their model, a feasible alternative in choice sets can be a reference point, and the decision

maker chooses the best alternative in terms of the utility function u from the consideration

set that is better than the reference point. This cognitive mechanism is different from this

paper. First, in this paper, the reference point is interpreted as an ideal option in each

choice set. Second, in this paper, the utility function u in Ok et al. (2015) corresponds to

the aggregation of attribute-based functions (ui)i∈A with the weight µ. In this paper, the

decision maker explores the optimal weight on the attribute space. Compared with Ok et al.

(2015), the different procedure is captured. Ok et al. (2015) pays much attention to attention.

de Clippel and Eliaz (2012) and Tserenjigmid (2017) are consistent with both the At-

traction and the Compromise effects. de Clippel and Eliaz (2012) consider the difficulty in
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the trade-off between attributes. They propose the reason-based choice model to view the

resolution of the trade-off as a cooperative solution to an intrapersonal bargaining problem

among attributes. Since this paper takes a different framework, and imposes on the axiom of

Dominance, this paper rules out the Attraction effect. To explain the Compromise effect, we

provide the axiom of Dissatisfaction, which requires that the decision maker dislikes the in-

crease in the trade-off between attributes, when adding an option. Compared with de Clippel

and Eliaz (2012), this paper has a richer structure, and the decision maker evaluates options

involving a notion of intensity. The intensity stems from the aversion to the increase in the

trade-off between attributes, which leads to dissatisficing-aversion.

Tserenjigmid (2017) proposes a reference-dependent model, in which the reference point

is determined as a minimum of each attribute of choice sets. The decision maker takes such

a reference point, and exhibits a non-linear reaction from the reference point. Tserenjigmid

(2017) show an “equivalence” between the Attraction/Compromise effects and the dimin-

ishing sensitivity. Compared with Tserenjigmid (2017), the position of reference points is

different. In this paper, the ideal option of choice sets is perceived as a reference point. Also,

this paper requires that the decision maker satisfies Dominance, so the Attraction effect is

ruled out. Under the framework of preferences over menus, it is not clear how reference points

are formed, including a minimum and a maximum of each attribute of choice sets. We need

to consider a plausible axiom to capture a formation of such reference points.

4.6 Concluding Remarks

This paper studies attribute-based inferences in the framework of preferences over menus. To

capture the trade-off across attributes, we have introduced new axioms of Dominance, Dissat-

isfaction, and Contemplation (Section 2). Attribute-based inferences capture a relationship

between raw preferences and reasoned choices (Subsection 4.2). The ex-post choices of the

dissatisficing-averse utility representation are characterized by a weaker version of WARP

(Subsection 3.5). The ex-post choices of the dissatisficing-averse utility representation allow

for the Compromise effect.

There are some further tasks. First, we consider the axiom of Dominance, which rules

out the Attraction effect. This implies that there is a different cognitive mechanism behind

the Attraction effect. Interestingly, Ok et al. (2015) develop a reference-dependent model to

be consistent with the Attraction effect. The reference-dependence stems from limited atten-

tion. However, Simonson (1989) argues that both the Attraction effect and the Compromise

effect may stem from the same heuristic related to reason-based choices. To get a deeper

understanding for these behavioral regularities, we need much evidence about them. The

experimental study to explore the possibility to distinguish the cognitive mechanism behind

the Compromise effect from that of the Attraction effect is a future task.

Second, as mentioned in Introduction, there are mainly two steps for decision-making
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under attribute-based inferences. In this paper, we have focused on the resolution of the

trade-off between attributes in the latter process. We have assumed that an attribute space

is exogenously given. The next issue is to study the dynamics of attribute spaces; that is,

we take into account that the decision maker’s focus on attributes may change dynamically.

Since taking all attributes into accoing is cognitively demanding, the focus on attributes can

change with history-dependence. This process should be studied in intertemporal choices.

This is also a future task.
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A Proof of Theorem 1

A.1 Sufficiency Part

We show the sufficiency part. Suppose that � satisfies the axioms in the main theorem

(Theorem 1).

Step 1

In Step 1, first, we show that each induced binary relation%i on ∆(Xi), for each i ∈ A , is well-

defined. We use the notation Xi := ∆(Xi) for each i ∈ A. Next, we show that %i on ∆(Xi)

(i ∈ A) satisfies the axiom of Independence in the vNM-type expected utility (vNM-type EU)

theorem. Finally, we represent the first term of the dissatisficing-averse utility representation.

Remember that for each i ∈ A, we define %i on Xi as follows. Fix i ∈ A. The asymmetric

and symmetric part of %i are described by �i and ∼i, respectively. For all pi, qi ∈ Xi, we say

that pi %i qi if

{(pi, r−i)} � {(qi, r−i)},

for some r−i ∈ X−i. We show that each %i is well-defined. We show that pi %i qi if

{(pi, r−i)} � {(qi, r−i)} for any r−i ∈ X−i. Take pi, qi ∈ Ai, and consider some r−i ∈ X−i
such that {(pi, r−i)} � {(qi, r−i)}. Suppose that there exists r′−i ∈ X−i such that {(pi, r′−i)} ≺
{(qi, r′−i)}. Take λ ∈ (0, 1), and consider λr−i + (1 − λ)r′−i. If {(pi, λr−i + (1 − λ)r′−i)} ≺
{(qi, λr−i + (1− λ)r′−i)}, then pi ≺i qi. This is a contradiction. Hence, %i is well-defined, for

each i ∈ A.

We show that for each i ∈ A, %i satisfies the axiom of Independence in the expected

utility theorem (EUT). Consider %i. By the axiom of Standard Preferences, � satisfies the

axioms of Completeness, Transitivity, and Continuity, so it is easily verified that %i satisfies

Completeness, Transitivity, and Mixture Continuity. We show that %i satisfies the axiom

of Independence: For any pi, qi, ri and λ ∈ [0, 1], pi %i qi if and only if λpi + (1 − λ)ri %i
λqi + (1− λ)ri.

Fix pi, qi, ri ∈ ∆(Xi) and λ ∈ [0, 1]. Then, for any p−i, q−i ∈ X−i,

pi %i qi ⇔ {(pi, p−i)} � {(qi, p−i)}

⇔ λ{(pi, p−i)}+ (1− λ){(ri, q−i)} � {λ(qi, p−i) + (1− λ)(ri, q−i)}

⇔ {(λpi + (1− λ)li, λp−i + (1− λ)q−i)} � {(λqi + (1− λ)li, λp−i + (1− λ)q−i)}

⇔ λpi + (1− λ)ri %i λqi + (1− λ)ri

It is shown that %i satisfies the axiom of Independence. In the same way, we can show that

each %j , j ∈ A, satisfies the axiom of independence.
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By the von Neumann-Morgenstern’s Expected Utility Theorem (EUT), for each i ∈ A,

there exists a continuous and mixture linear utility function ui : ∆(Xi)→ R which represents

%i. We can apply the result of Theorem 13 (Chapter 6) in Krantz et al. (1971), i.e., the

n-component additive conjoint structure.

Consider the compact set of singleton menus As ⊆ A where s means singletons. It is

equivalent to consider a binary relation % on X . Then, it is easily shown that the primitive

of this paper � satisfies Definition 13 (p.301) in Krantz et al. (1971). By the axiom of Stan-

dard Preferences, i.e., (i) Weak Order, � on As satisfies the first condition (Weak Ordering)

in Definition 13. By the axiom of Separability, � on As satisfies the second condition (Inde-

pendence) in Definition 13. By the axiom of Standard Preferences, i.e., (ii) Continuity and

(iii) Strict Non-Degeneracy, since Xi is compact, � on As satisfies the third condition in Def-

inition 13. By the axiom of Standard Preferences, i.e., (ii) Continuity, � on As satisfies the

forth condition in Definition 13. By the axiom of Standard Preferences, i.e., (ii) Continuity

and (iii) Strict Non-Degeneracy, since Xi is compact, � on As satisfies the fifth condition

in Definition 13. Hence, we obtain the first term of the desired representation, i.e., for all

p ∈ X , � on As is represented by U(p) =
∑

i∈A ui(pi).

Notice that A is connected and separable. Since � is a continuous weak order, by Debreu

(1959), there exists a continuous function V : A → R such that, for any A,B ∈ A, A � B ⇔
V (A) ≥ V (B). Notice that, for all p ∈ X , V ({p}) = U(p) =

∑
i∈A ui(pi).

Step 2

In Step 2, by mainly using the axiom of Contemplation, we show that a utility of a menu

has certain desired properties (Lemma 4). First, we introduce a set of utilities of option on

an attribute-based utility space. Next, we introduce the axiom of Translation Invariance.

Finally, by using this axiom, we show that a utility of a menu has certain properties.

We consider a set of utilities of options on a utility space in each menu A. To do so, by

Step 1, we can use the property of positive affine transformations for each ui. Without loss

of generality, consider ui : Xi → R+ for each i ∈ A. For any A ∈ A, define

u(A) :=
{ ( u1(p1)∑

i∈A ui(pi)
, · · · , un(pn)∑

i∈A ui(pi)

)
∈ Rn | p = (p1, · · · , pn) ∈ A

}
.

Let {u(A) | A ∈ A }. Notice that each A ∈ A is compact. Then, u(A) is also compact by the

continuity of ui (i ∈ A). A∗ is a set of compact subsets of Rn, endowed with the Hausdorff

metric dh. Define �∗ on A∗ in the following way:

A∗ �∗ B if A � B,

where A∗ = u(A) and B∗ = u(B). The asymmetric and symmetric parts of �∗ are denoted

by �∗ and ∼∗, respectively.
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First, we show that �∗ is well-defined.

Lemma 1. �∗ is well-defined.

Proof. Suppose A∗ = B∗, i.e., u(A) = u(B). We show that A ∼ B. Then, for any p ∈ A
there exists q ∈ B such that for all i ∈ A, pi ∼i qi. By the axiom of Dominance, we have

A ∼ A ∪ B. In the same way, we have B ∼ A ∪ B. By the axiom of Transitivity, we obtain

A ∼ B. 2

Consider the axioms in Theorem 1 in the above attribute-based utility space. We show

that �∗ satisfies the following axioms. The following axioms are introduced.

Axiom∗ (Dominance∗) : For any v ∈ B∗ there exists u ∈ A∗ such that u1 > v1 and

uS > vS , then A∗ ∼∗ A∗ ∪B∗.

Axiom∗ (Dissatisfaction∗) : For any v ∈ Rn, if there exists i, j ∈ A such that ui > vi

and uj < vj , and {u} �∗ {v} for some u ∈ A∗, then

A∗ �∗ A∗ ∪ {v}.

Axiom∗ (Contemplation∗) : �∗ satisfies the following two conditions:

(i) (No Need for Contemplation∗): For any A∗, B∗ ∈ A∗, u ∈ Rn, and λ ∈ [0, 1],

A∗ �∗ B∗ ⇒ λA∗ + (1− λ){u} �∗ λB∗ + (1− λ){u}.

(ii) (Contemplation Seeking∗): If there does not exist u ∈ A∗ such that for any v ∈ B∗,
ui > vi for all i ∈ A, then, for any λ ∈ [0, 1],

A∗ �∗ B∗ ⇒ λA∗ + (1− λ)B∗ � A∗.

We have the following lemma.

Lemma 2. �∗ is a continuous weak order that satisfies Dominance∗, Dissatisfaction∗, and

Contemplation∗.

We omit the proof of Lemma 2. Since we suppose that � satisfies the axioms in Theorem

1, by the definition of�∗, it is easily verified that�∗ satisfies the axioms in the attribute-based

utility space.

We define the set of translations in the following way.

Θ :=
{
θ ∈ Rn |

n∑
i=1

θi = 0
}
.
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For any A∗ ∈ A∗ and θ ∈ Θ, define A∗ + θ := {u+ θ | u ∈ A∗ }. We introduce the axiom of

Translation Invariance.

Axiom∗ (Translation Invariance∗): For any A∗, B∗ ∈ A∗ and θ ∈ Θ such that A∗+θ,B∗+θ ∈
A∗,

A∗ �∗ B∗ ⇒ A∗ + θ �∗ B∗ + θ.

Lemma 3. �∗ satisfies No Need for Contemplation∗ if and only if it satisfies Translation

Invariance∗.

The proof of Lemma 3 is in the Proposition 1 of Ergin and Sarver (2010b). We omit it.

We construct a value function V ∗ : A∗ → R that represents �∗ on A∗. We say that V ∗ is

translation linear if for all A∗ ∈ A and θ ∈ Θ, there exists v ∈ Rn such that

V ∗(A∗ + θ) = V ∗(A∗) + v · θ.

We verify that V ∗ has certain properties.

Lemma 4. If �∗ is a continuous weak order that satisfies Dominance∗, Dissatisfaction∗, and

Contemplation∗, then there exists V ∗ : A∗ → R with the following propeties:

(i) For any A∗, B∗ ∈ A∗, A∗ �∗ B∗ ⇔ V ∗(A∗) ≥ V ∗(B∗).

(ii) V ∗ is continuous, concave, and translation linear.

(iii) For any A∗, B∗ ∈ A∗, if V ∗(A∗) ≥ V ∗(B∗) ⇔ V ′∗(A∗) ≥ V ′∗(B∗), then there exists

a > 0 and b ∈ R such that V ′∗ = aV ∗ + b.

To show Lemma 4, we show the following claims (Claim 1-9). Before proceeding, define

the following subset of A∗.

A◦ := { A∗ ∈ A∗ | ∀θ ∈ Θ ∃α > 0 such that A∗ + αθ ∈ A∗ }.

Claim 1. Suppose that �∗ is a continuous weak order that satisfies Translation Invariance∗.

If A∗ ∈ A∗, θ ∈ Θ, and α ∈ (0, 1), then

A∗ �∗ A∗ + θ ⇔ A∗ �∗ A∗ + αθ ⇔ A∗ + αθ �∗ A∗ + θ.

Proof. There exists m,n ∈ N with m < n such that A∗ + m−1
n θ �∗ A∗ + m

n θ. Taking 1
nθ,

by the axiom of Translation Invariance, we have A∗ + m
n θ �

∗ A∗ + m+1
n θ. Suppose that

A∗ �∗ A∗ + 1
nθ. By the axiom of Transitivity in Standard Preference,

A∗ �∗ A∗ +
1

n
θ �∗ · · · �∗ A∗ + (1− 1

n
)θ �∗ A∗ + θ.
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Conversely, if A∗ ≺∗ A∗ + 1
nθ, then

A∗ ≺∗ A∗ +
1

n
θ ≺∗ · · · ≺∗ A∗ + (1− 1

n
)θ ≺∗ A∗ + θ.

Hence, for any m,n ∈ N with 1 ≤ m < n,

A∗ �∗ A∗ +
1

n
θ ⇔ A∗ �∗ A∗ + θ

⇔ A∗ �∗ A∗m
n
θ

⇔ A∗ +
m

n
θ �∗ A∗ + θ.

This holds for α ∈ (0, 1) ∩ Q. By the axiom of Continuity in Standard Preferences, we can

show that this holds for all α ∈ (0, 1). 2

Consider the following axiom, a weaker version of No Need for Contemplation∗.

Axiom∗ (Strong Singleton Independence∗): For any u,v, τ ∈ Rn and λ ∈ (0, 1),

{u} �∗ {v} ⇔ λ{u}+ (1− λ){τ} �∗ λ{v}+ (1− λ){τ}.

Claim 2. Suppose that �∗ satisfies Completeness∗, Transitivity∗, Continuity∗, and Transla-

tion Invariance∗, then it also satisfies Strong Singleton Independence∗.

Proof. Take u,v ∈ Rn with u − v = θ ∈ Θ, and take τ ∈ Rn with θ′ = (1 − λ)(τ − u).

Suppose the following.

{u} �∗ {v} ⇔ {u} �∗ {u}+ θ.

By Claim 1, {u} �∗ {u} + λθ ⇔ {u} �∗ (1 − λ){u} + {v}. By the axiom of Translation

Invariance∗ with θ′, {u}+θ′ = λ{u}+(1−λ){τ}. And, (1−λ){u}+{v} = λ{v}+(1−λ){τ}.
Hence, we have

{u} �∗ {v} ⇔ λ{u}+ (1− λ){τ} �∗ λ{v}+ (1− λ){τ}.

By using the axiom of Transitivity in Standard Preferences, we can show that for any u,v, τ ∈
Rn,

{u} �∗ {v} ⇔ λ{u}+ (1− λ){τ} �∗ λ{v}+ (1− λ){τ}.

2

We show the following claim for translations.

Claim 3. Suppose that �∗ satisfies Completeness∗, Transitivity∗, Continuity∗, and Transla-

tion Invariance∗. Let A∗, B∗ ∈ A◦ with A∗ ∼∗ B∗ and α, β ∈ R with A∗ + αθ,B∗ + βθ ∈ A∗.
Then,

A∗ + αθ �∗ B∗ + βθ ⇔ α ≥ β.
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Proof. Take u∗,u∗ ∈ [0, 1]n with u∗−u∗ ∈ Θ. Fix it. Let θ∗ = u∗−u∗. First, we show that

for any A∗ ∈ A∗ there exists α > 0 such that A∗ + αθ∗ �∗ A∗. Fix A∗ ∈ A∗. We can find

out that there exists A∗
′ ∈ A◦ and α > 0 such that A∗ = (1− α)A∗

′
+ α{u∗}. By the axiom

of Continuity∗ and θ∗,

A∗ + αθ∗ = (1− α)A∗
′
+ α{u∗} �∗ (1− α)A∗

′
+ α{u∗} = A∗.

This holds for any α > 0 with A∗ + αθ∗ ∈ A∗. We obtain A∗ + αθ∗ �∗ A∗. In the same way,

we can show that if A∗ ∈ A◦ and α < 0 with A∗ + αθ ∈ A∗, then we have A∗ �∗ A∗ + αθ∗.

Let us move on to the case A∗ ∼∗ B∗ and A∗ + αθ∗, B∗ + βθ∗ ∈ A∗. We show that the

statement in Claim 3 holds. First, consider the case of α = β. Then, we have αθ∗ = βθ∗. By

the axiom of Translation Invariance∗, A∗ + αθ∗ ∼∗ B∗ + βθ∗.

Next, consider the case of α > β. First, suppose α > β ≥ 0. Then, 0 < α − β ≤ α. We

have

A∗ + αθ∗ = [A∗ + (α− β)θ∗] + βθ∗ �∗ B∗ + βθ∗.

Next, suppose 0 ≥ α > β. Then, in the same way, we have β ≤ β − α < 0. Then,

B∗ + (β − α)θ∗ ∈ A∗. Hence,

A∗ ∼∗ B∗ �∗ B∗ + (β − α)θ∗.

By the axiom of Translation Invariance∗, A∗ + αθ∗ �∗ [B∗ + (β − α)θ∗] + αθ∗ = B∗ + βθ∗.

Third, suppose α > 0 > β. Then, we obtain

A∗ + αθ∗ �∗ A∗ ∼∗ B∗ �∗ B∗ + βθ∗.

By the three cases, the case of α > β is shown.

Finally, consider the case of β > α. This case is also shown in the same way. We omit

the proof of this case. 2

Let us introduce some notation for the preceding claims. Take u∗,u∗ ∈ Rn with u∗−u∗ ∈
Θ. Fix them. Let θ∗ = u∗ − u∗. Consider the set of singleton menus A∗s ⊂ A∗. Let

A∗s := { {u} | u ∈ Rn }.

Then, let A∗0 := A◦ ∩ A∗s. Define, for all i ≥ 0,

A∗i := { A∗ ∈ A◦ | A∗ ∼∗ B∗ for some B∗ ∈ A∗i },

and,

A∗i := { A∗ ∈ A◦ | A∗ = B∗ + αθ∗ for some α ∈ R and B∗ ∈ A∗i }.

Note that A∗0 ⊂ A
∗
0 ⊂ A∗1 ⊂ A

∗
1 ⊂ · · · . Define, for all i ≥ 0, V ∗i : A∗i → R, and V

∗
i : A∗i → R

by
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(i) let V ∗0 := v|A∗0 ;

(ii) for i ≥ 0, if A∗ ∈ A∗i , then A∗ ∼∗ B∗ for some B∗ ∈ A∗. Define V
∗
i (A

∗) := V ∗i (B∗); and

(iii) for i ≥ 1, if A∗ ∈ A∗i , then A∗ = B∗ + αθ∗ for some α ∈ R and B∗ ∈ A∗i−1. Define V ∗i
by V ∗i (A∗) := V

∗
i−1(B∗) + α(v · θ∗).

Claim 4. The following statements hold:

(i) If A∗ ∈ A∗i and θ ∈ Θ, then there exists α > 0 such that A∗+αθ ∈ A∗i for all α ∈ [0, α].

(ii) For any A∗, B∗ ∈ A∗i , C∗ ∈ A◦, if A∗ �∗ C∗ �∗ B∗, then C∗ ∈ A∗i .

Proof. We show (i). By the definition of A◦, we obtain the following: for any A∗ ∈ A∗0 and

θ ∈ Θ, there exists α > 0 such that A∗+αθ ∈ A∗0 for all α ∈ [0, α]. We show (i) by induction.

Remember that A∗0 = A◦ ∩ A∗s. Take A∗ ∈ A∗0. Recall that, by definition, A∗ = {u}. Take

α > 0 such that the statement in (i) holds. Then, for all α ∈ [0, α], u + αθ ∈ Rn. This

implies A∗ + αθ ∈ A∗0. Suppose that this property holds for A∗i . Then, we show that it also

holds for A∗i+1. Take A∗ ∈ A∗i+1 and θ ∈ Θ. Then, there exists B∗ ∈ A∗i and β ∈ R such

that A∗ = B∗ + βθ∗. Hence, B∗ ∼∗ C∗ for some C∗ ∈ A∗i . Choose α > 0 that satisfies the

statement in (ii) for A∗ and B∗, and that satisfies the statement in (i) for C∗. Fix α ∈ [0, α].

Then, C∗ + αθ ∈ A∗i . Thus, we have B∗ + αθ + βθ∗ = A∗ + αθ ∈ A∗i+1.

We show (ii). We prove it by induction. Begin with A∗0. Suppose A∗, B∗ ∈ A∗0 and

A∗ �∗ C∗ �∗ B∗ for some C∗ ∈ A◦. First, we show C∗ ∈ A∗0. Since A∗, B∗ ∈ A∗0, there exists

{u}, {v} ∈ A∗0 such that {u} ∼∗ A∗ �∗ C∗ �∗ B∗ ∼∗ {v}. By the axiom of Continuity∗,

{λu + (1 − λ)v} ∼∗ C∗. By the convexity of A∗0 = A◦ ∩ A∗s, and the definition of A∗0, we

have C∗ ∈ A∗0. Next, we show the following: suppose that A∗i satisfies the statement in (ii).

Then, A∗i+1 does. Suppose A∗, B∗ ∈ A∗i+1 and A∗ �∗ C∗ �∗ B for some C∗ ∈ A◦. We show

C∗ ∈ A∗i+1. If there exist A∗, B∗ ∈ A∗i such that A∗ �∗ C∗ �∗ B, then C∗ ∈ A∗i ⊂ A
∗
i+1.

Without loss of generality, suppose C∗ �∗ A∗′ for all A∗
′ ∈ A∗i . Since A∗ ∈ A∗i+1, there exists

A∗
′ ∈ A∗i+1 such that A∗

′ ∼∗ A∗. Since A∗
′ ∈ A∗i+1, there exists α ∈ R and A∗

′′ ∈ A∗i such

that A∗
′′

+ αθ∗ �∗ C∗ �∗ A∗′′ . By Claim 3, α > 0. By the axiom of Continuity∗, there

exists α′ ∈ [0, α] such that A∗
′′

+α′θ∗ ∼∗ C∗. However, A∗
′′

+α′θ∗ ∈ A∗i+1. Then, it must be

C∗ ∈ A∗i+1. 2

In the following two claims, we show that for each i ≥ 0, V ∗i and V
∗
i have desired

properties.

Claim 5. For all i ≥ 0, if V ∗i is (i) well-defined, (ii) translation linear, and (iii) �∗ on A∗i
is represented by V ∗i , then V

∗
i is (i) well-defined, (ii) translation linear, and (iii) �∗ on A∗i

is represented by V
∗
i .
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Proof. We show (i). Suppose that A∗ ∈ A∗i , and B∗, B∗
′ ∈ A∗ such that A∗ ∼∗ B∗ and

A∗ ∼∗ B∗′ . Since V ∗i represents �∗ on A∗i and �∗ is transitive, we have V ∗i (B∗) = V ∗i (B∗
′
).

Hence, V
∗
i (A

∗) is uniquely identified.

We show (iii). If A∗, A∗
′ ∈ A∗i , then there exist B∗, B∗

′ ∈ A∗i such that A∗ ∼∗ B∗ and

A∗
′ ∼∗ B∗′ . Therefore,

V
∗
i (A

∗) = V ∗i (B∗) ≥ V ∗(B∗
′
) = V

∗
i (A

∗′)

⇔ B∗ �∗ B∗
′

⇔ A∗ �∗ A∗
′
.

Thus, V
∗
i represents �∗ on A∗i .

We show (ii). By (ii) of Claim 4, we have the following fact.

Fact. If θ ∈ Θ and A∗, A∗ + θ ∈ A∗i , then A∗ + αθ ∈ A∗i for all α ∈ [0, 1].

Then, we consider a weaker version of translation linearity : For any A∗ ∈ A∗i , θ ∈ Θ with

A∗ + θ ∈ A∗i , there exists α > 0 such that for all α ∈ [0, α],

V
∗
i (A

∗ + αθ) = V ∗i (A∗) + α(v · θ).

Suppose θ ∈ Θ, and A∗, A∗ + θ ∈ A∗i . By the definition of A∗i , there exists B∗ ∈ A∗i
such that A∗ ∼∗ B∗. By (i) of Claim 4, there exists α ∈ (0, 1] such that B∗ + αθ ∈ A∗i
for all α ∈ [0, α]. Fix α ∈ [0, α]. By the axiom of Translation Invariance∗, A∗ ∼∗ B∗

implies A∗ + αθ ∼∗ B∗ + αθ. Hence, by the translation linearity of V ∗i on A∗i , we have

V ∗i (A∗ + αθ) = V ∗i (B∗ + αθ) = V ∗i (B∗) + α(v · θ) = V ∗i (A∗) + α(v · θ).
We show that if the weaker version of translation linearity holds, then the translation

linearity holds. Fix A∗ ∈ A∗i and θ ∈ Θ with A∗ + θ ∈ A∗i . Let α∗ := sup{α|V ∗i (A∗ + αθ) =

V
∗
i (A

∗) + α(v · θ), ∀α ∈ [0, α] }. Note that V
∗
i (A

∗ + αθ) = V
∗
i (A

∗) + α∗(v · θ). Consider

the two cases: (i) α = 0 and (ii) α > 0. Consider the first case of (i) α = 0. This is

obvious. Consider the second case of (ii) α > 0. Let A∗
′

= A∗ + α∗θ ∈ A∗i and θ′ = −α∗θ.
Then, there exists α > 0 such that V

∗
i (A

∗ + α∗θ − αθ) = V
∗
i (A

∗ + α∗θ) − α(v · θ). Hence,

V
∗
i (A

∗ + α∗θ0 + V
∗
i (A

∗ + (α∗ − α)θ) + α(v · θ) = V
∗
i (A

∗) + (α∗ − α)(v · θ) + α(v · θ) =

V
∗
i (A

∗) + α∗(v · θ).
Finally, we show α = 1. We prove it by the way of contradiction. Suppose not. Then,

A∗
′
+ α∗θ ∈ A∗i and θ′ = (1 − α∗)θ. This implies that there exists α > 0 such that for all

α ∈ [0, α], V
∗
i (A

∗ + α∗θ + αθ) = V
∗
i (A

∗ + α∗θ) + α(v · θ) = V
∗
i (A

∗) + (α∗ + α)(v · θ). This

implies α∗ ≥ α∗ + α. This is a contradiction. 2

In the similar way, we show another claim.

28



Claim 6. For all i ≥ 0, if V
∗
i is (i) well-defined, (ii) translation linear, and (iii) �∗ on A∗i−1

is represented by V
∗
i , then V ∗i is (i) well-defined, (ii) translation linear, and (iii) �∗ A∗ is

represented by V ∗i .

Proof. We show (i). Suppose A∗ ∈ A∗i and A∗ = B∗ + αθ∗ = B∗
′
+ α′θ∗ for B∗, B∗

′ ∈ A∗i−1

and α, α′ ∈ R. Then, B∗ = B∗
′
+ (α′ − α)θ. By the translation linearity of V

∗
i−1, V

∗
i−1 =

V
∗
i−1(B∗

′
)+(α′−α)(v ·θ∗). Hence, V

∗
i−1(B∗)+α(v ·θ) = V

∗
i−1(B∗)+α′(v ·θ∗). Thus, V ∗i (A∗)

is uniquely identified.

We show (ii). Suppose θ ∈ Θ and A∗, A∗ + θ ∈ A∗i . Then, there exist B∗, B∗
′ ∈ A∗i−1

and α, α′ ∈ R such that A∗ = B∗ + αθ∗ and A∗ + θ = B∗
′

+ α′θ∗. Then, we have B∗
′

=

B∗ + (α− α′)θ∗ + θ. The translation linearity of V
∗
i−1 implies that V

∗
i−1(B∗

′
) = V

∗
i−1(B∗) +

v · [(α−α′)θ∗+θ]. By the definition of V ∗i , V ∗i (A∗+θ) = V
∗
i−1(B∗

′
)+α′(v ·θ∗) = V

∗
i−1(B∗)+

α(v · θ∗) = V ∗i (A∗) + v · θ.
We show (iii). Suppose that A∗, A∗

′ ∈ A∗i with A∗ = B∗ + αθ∗ and A∗
′

= B∗
′

+ α′θ∗

for some B∗, B∗
′ ∈ A∗i−1 and α, α′ ∈ R. Consider A∗, A∗

′ �∗ B∗′ �∗ B∗. By Claim 4,

α ≥ 0. By the axiom of Continuity∗, there exists α′′ ∈∈ [0, α] such tha B∗ + α′′θ∗ ∼∗ B∗′ .
Then, we have B∗ + α′′θ∗ ∈ A∗i−1. By Remark 4 and the definition of V ∗i , A∗ �∗ A∗′ ⇔
α− α′′ ≥ α′ ⇔ V ∗i (A∗) = V

∗
i−1(B∗ + α′′θ∗) + (α− α′′)(v · θ∗) = V

∗
i (B

∗′) + (α− α′′)(v · θ∗) ≥
V
∗
i−1(B∗) + α′(v · θ∗) = V ∗i (A∗

′
). 2

Now, define V̂ ∗i : ∪iA∗ → R by V̂ ∗i (A∗) := V ∗i (A∗) if A∗ ∈ A∗i such that V̂ ∗ is (i)

well-defined, (ii) transltation linear, and (iii) �∗ on ∪iA∗i is represented by V̂ ∗.

Claim 7. A◦ = ∪iA∗i .

Proof. We need to show both (i) ∪iA∗i ⊂ A◦ and (ii) A◦ ⊂ ∪iA∗i . By the definition of A∗i , it

is immediately shown that ∪iA∗i ⊂ A◦. We show A◦ ⊂ ∪iA∗i .
Consider u ∈ A∗. By the definition of A◦, there exists α > 0 such that A∗ + αθ∗ ∈ A◦

and A∗ − αθ∗ ∈ A◦. Fix u ∈ A∗. We have {u}+ αθ∗ ∈ A∗0 ⊂ A◦ and {u} − αθ∗ ∈ A∗0 ⊂ A◦.
For every λ ∈ [0, 1], define A∗(λ) ≡ λA∗ + (1 − λ){u}. Note that A∗(λ) + αθ∗ ∈ A◦ and

A∗(λ)−αθ∗ ∈ A◦. By the convexity of A◦, A∗(λ)−αθ∗ = λA∗+ (1−λ){u}+αθ∗ = λ(A∗+

αθ∗)+(1−λ)({u}+αθ∗). By Claim 3, for any λ ∈ [0, 1], A∗(λ)+αθ∗ �∗ A∗ �∗ A∗(λ)−αθ∗.
By the axiom of Continuity∗, for each λ ∈ [0, 1], there exists an open interval e(λ)

such that λ ∈ e(λ) and for all λ′ ∈ e(λ), A∗(λ) + αθ∗ �∗ A∗(λ′) �∗ A∗(λ) − αθ∗. Thus,

{e(λ)|λ ∈ [0, 1]} is an open cover of [0, 1]. By the compactness of [0, 1], there exists a finite

subcover of {e(λ1), · · · , e(λn)}. Assume that e(λi) ∩ e(λi+1) 6= ∅, 0 ∈ e(λ1), and 1 ∈ e(λn).

We can prove that A∗(λ1) ∈ A∗1. A∗(λ1) �∗ A∗(0) = {u} �∗ A∗(λ1) − αθ∗. Then, by the

axiom of Continuity∗, there exists α′ ∈ (−α, α) such that A∗(λ1)+α′θ∗ ∼∗ {u}. This implies

A∗(λ1) + α′θ∗ ∈ A∗0. Hence, A∗(λ1) ∈ A∗1.

Now, we show that if A∗(λi) ∈ A∗i , then A∗(λi+1) ∈ A∗i+1. If A∗(λi) ∈ A∗i , then, for all

α′ ∈ (−α, α), A∗(λi) + α′θ∗ ∈ A∗i . Since e(λi) ∩ e(λi+1) 6= ∅, choose λ ∈ e(λi) ∩ e(λi+1).
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Then, A∗(λi) �∗ A∗(λ) �∗ A∗(λi) − αθ∗ and A∗(λi+1) �∗ A∗(λ) �∗ A∗(λi+1) − αθ∗. By

the axiom of Continuity∗, there exist α′, α′′ ∈ (−α, α) such that A∗(λi) + α′θ∗ ∼∗ A∗(λ) ∼∗

A∗(λi+1) − α′′θ∗. Then, we obtain A∗(λi+1) − α′′θ∗ ∈ A∗i . Hence, A∗(λi+1) ∈ A∗i+1. By the

way of induction, A∗(λi) ∈ A∗i (i = 1, · · · , n), so A∗ ∈ A∗n ⊂ A∗i+1 ⊂ ∪iA∗i . 2

By extending A◦ to A∗, we show that V ∗ : A∗ → R is translation linear. Let A∗, A∗ + θ

for some θ ∈ Θ. Fix u ∈ R such that ui > 0 for all i ∈ A. For all n ∈ N, define

A∗n ≡ (1− 1
n)A∗ + 1

n{u} and θn := (1− 1
n)θ.

Fact. For all n ∈ N, A∗n ∈ A◦ and A∗n + θn = (1− 1
n)(A∗ + θ) + 1

n{u} ∈ A
◦.

Moreover, as n→∞, we have A∗n → A∗ and A∗n + θn → A∗ + θ. Hence,

V ∗(A∗ + θ)− V ∗(A∗) = lim
n→∞

[V̂ ∗(A∗n + θn)− V̂ ∗(A∗n)]

= lim
n→∞

v · θn
= v · θ.

We show that V ∗ is concave.

Claim 8. V̂ ∗ is concave.

Proof. Let A∗0 ∈ A◦. Take Bε(A
∗
0) := {A∗|dh(A∗, A∗0) < ε} for some ε > 0. For all θ ∈ Θ,

A∗ ∈ A◦ with A∗ + θ and dh(A∗, A∗ + θ) = ‖θ‖. Then, there exists θ ∈ Θ such that ‖θ‖ < ε

and v · θ > 0. Then A∗0 + θ ∈ Bε(A∗0) and A∗0 + θ �∗ A∗0.

By the axiom of Continuity∗, there exists ρ ∈ (0, 1
2) such that for all A∗ ∈ Bρε(A

∗
0),

|V̂ ∗(A∗) − V̂ ∗(A∗0)| < 1
2(v · θ). Hence, if A∗, B∗ ∈ Bρε(A

∗
0), then |V̂ ∗(A∗) − V̂ ∗(A∗0)| ≤

|V̂ ∗(A∗)− V̂ ∗(A∗0)|+ |V̂ ∗(A∗0)− V̂ ∗(B∗)| < 1
2(v · θ). Let

α :=
|V̂ ∗(A∗)− V̂ ∗(A∗0)|

v · θ
.

Then, |α| < 1
2 . We have

dh(A∗0, B
∗ + αθ) ≤ dh(A∗0, B

∗) + dh(B∗, B∗ + αθ)

< ρε+ ‖αθ‖

<
1

2
ε+

1

2
ε = ε.

Hence, B∗ + αθ ∈ Bε(A
∗
0) ⊂ A◦. Then, V̂ is defined at B∗ + αθ. Note that α(v · θ) =

V̂ (A∗)− V̂ ∗(B∗), so that V̂ ∗(B∗ + αθ) = V̂ ∗(B∗) + α(v · θ) = V̂ ∗(A∗).

By the axiom of Contemplation-Seeking, for all λ ∈ [0, 1], V̂ ∗(A∗) ≤ V̂ ∗(λA∗+(1−λ)(B∗+

αθ)) = V̂ ∗(λA∗+(1−λ)B∗)+(1−λ)α(v·θ) = V̂ ∗(λA∗+(1−λ)B∗)+(1−λ)(V̂ ∗(A∗)−V̂ ∗(B∗)).
Therefore, we obtain λV̂ ∗(A∗) + (1− λ)V̂ ∗(B∗) ≤ V̂ ∗(λA∗ + (1− λ)B∗). 2
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It is straightforward to extend V̂ ∗ to V ∗. We omit the proof.

Claim 9. If for any A∗, B∗ ∈ A∗, V ∗(A∗) ≥ V ∗(B∗)⇔ V ∗
′
(A∗) ≥ V ∗′(B∗), then there exists

a > 0 and b ∈ R such that V ∗
′

= aV ∗ + b.

Proof. By the axiom of Continuity∗, V ∗ is continuous. Since �∗ is a continuous weak order,

we have, for any A∗, B∗ ∈ A∗, A∗ �∗ B∗ ⇔ V ∗(A∗) ≥ V ∗(B∗). Since V ∗ is translation linear,

V ∗ is affine on singleton sets. Then, we have the following: if �∗ is represented by V ∗ and

V ∗
′
, then V ∗

′ |s = aV ∗|s + b for some a > 0 and b ∈ R. By the way of induction, consider A∗0.

By Remark, A◦ = ∪iA∗i . Then, since A∗ �∗ B∗ ⇔ V ∗(A∗) ≥ V ∗(B∗), V ∗
′ |A∗i = aV ∗|A∗i + b

for all i ≥ 0. Since A◦ = ∪iA∗i , in the similar way, V ∗
′ |A◦ = aV ∗|A◦ + b. By the continuity

of V ∗, we have V ∗
′ |A∗ = aV ∗|A∗ + b. 2

Step 3

In Step 3, we complete the desired representation, i.e., the dissatisficing-averse utility rep-

resentation. To do so, we apply the duality result in convex analysis (Rockafellar (1970)).

Especially, we apply the duality result into the contemplation part (second term) in the utility

representation. That is, exploring the best option on the Pareto frontier in each menu on the

attribute-based utility space is equivalent to exploring the optimal weight on the attribute

space.

To represent the contemplation part in the utility representation, we introduce a func-

tional J : Rn×Rn → R. First, we show that the functional J has certain desirable properties

(Claim 10 and 11). Next, by applying both the duality result and the result in Ergin and

Sarver (2010b), we show that we represent the dissatisficing utility with the contemplation

part (Claim 12). Then, we obtain the set of weights on the attribute space with menu-

dependence (M). Moreover, we show that M has certain properties (Claim 13, 14, and 15).

Finally, we obtain the desired result, by arranging the terms.

Applying the Duality Result

Let U(p) =
∑

i∈A ui(pi). Let u(p) = (u1(p1), · · · , un(pn)). Define a functional J : Rn×Rn →
R by

J(u∗(A),u∗(A)− u(p)) := U(p)− V ∗(A∗),

where u∗(A) = (maxp∈A ui(pi))i∈A and for some p ∈ A.

We show that the functional J is well-defined. Take A∗, A∗
′ ∈ A∗ with A∗ ∼∗ A∗′

and u∗(A) = u∗(A′). By definition, A ∼ A′. Then, V ∗(A∗) = V ∗(A∗
′
). Suppose that

p is chosen from A, and that p′ is chosen from A′. By the definition of J , we obtain

U(p)−V ∗(A∗) = U(p′)−V ∗(A∗′). Moreover, for any r ∈ X and λ ∈ [0, 1], λA+(1−λ){r} ∼
λA′ + (1 − λ){r}. Notice that the λ-mixture menus have the ideal options in the following
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way: u∗(λA + (1 − λ){r}) = u∗(λA′ + (1 − λ){r}). By No Need for Contemplation∗, J is

well-defined.

In the following, we show that J has certain properties. First, we show that J is mono-

tonic, i.e., given a ∈ Rn, if b ≥ b′, then J(a, b) ≥ J(a, b′).

Claim 10. J is monotonic.

Proof. By the axiom of Dominance∗, if ui ≥ vi for all i ∈ A, then {u} �∗ {v}. Hence,

V ∗({u}) ≥ V ∗({v}) ⇔ u ≥ v. Consider a menu A∗ ∈ A∗ with u,v ∈ A∗. Let a = u∗(A)

and b = u∗(A)− u, and b′ = u∗(A)− v. By the axiom of Dominance∗ and the definition of

J , since b ≥ b′, we obtain J(a, b) ≥ J(a, b′). 2

Moreover, by definition, J is continuous in the second arguments, i.e., for any a ∈ Rn,

J(a, ·) is continuous.

We show that J is homogeneous of degree one with respect to the second arguments, i.e.,

for any pair (a, b) and λ ∈ (0, 1), J(a, λb) = λJ(a, b).

Claim 11. J is homogeneous of degree one with respect to the second arguments.

Proof. Consider a menu A∗ ∈ A∗. Let a = u∗(A) and b = u∗(A)−u(p). By the definition of

J , J(a, b) = V ∗(A∗)−U(p). By taking λ ∈ (0, 1), J(a, λb) = V ∗(λA∗+ (1−λ){u})−U(p) =

λV ∗(A∗)+(1−λ)V ∗({u})−U(p) = λ(V ∗(A∗)−u(p)) = λJ(a, b). The second equality holds

by the property of translation linearity. 2

Let λ ∈ (0, 1). Then, by the property of homogeneity of degree one, we have J(a, λ0) =

λJ(a, 0) = 0. Hence, J(a, 0) = 0. Consider a pair (a, b). Take b < b. Then, J(a, b) = J(a, b
b
b).

Notice that b
b
∈ (0, 1). By the property of homogeneity of degree one, we have b

b
J(a, b). Then,

J(a, b) = b
b
J(a, b) = 1

b
J(a, b) · b. Define Ĵ : Rn → Rn+ by for any pair (a, b),

J(a, b) = Ĵ(a) · b.

By Claim 10 and Claim 11, we can define a functional J : Rn × Rn → Rn by

J(u∗(A), ·) := Ĵ(u∗(A))(·),

for some Ĵ : Rn → Rn.

To apply the duality result, let us introduce some notation. Let U be the set of profiles

of continuous real-valued functions on the attribute space A, denoted by U = (Ui)i∈A where

for each i ∈ A, Ui = {ui|ui : Xi → R}. Define σA defined by, given A ∈ A,

σA(u) = max
p∈A

u · p = max
p∈A

u1(p1) + · · ·+ un(pn).
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Let C(U) be the set of continuous real-valued functions on A. Let Σ = {σA ∈ C(U)|A ∈ A}.
Let 〈σ,µ〉 =

∑
i∈A uiµi. Let C∗(U) be the set of all finite Borel non-negative measures on A.

The non-negative follows from the monotonicity of J .

Fix A ∈ A. For σ ∈ Σ, the superdifferential of Ĵ(u∗(A)) at σ is defined to be

∂Ĵ(u∗(A))(σ) := { µ ∈ C∗(U) | 〈σ′ − σ,µ′ −µ〉 ≤ Ĵ(u∗(A))(σ′)− Ĵ(u∗(A))(σ) ∀σ ∈ C(U) }.

The conjugate of Ĵ(u∗(A)) is the function Ĵ∗(u∗(A)) : C∗(U)→ R ∪ {+∞} defined by

Ĵ∗(u∗(A))(µ) := inf
σ∈Σ

[
〈σ,µ〉 − Ĵ(u∗(A))(σ)

]
.

The superdifferential of Ĵ(u∗(A)) at σ captures a set of weights on the attribute space A at

σ. The conjugate of Ĵ(u∗(A)) is the cost function of choosing a weight on A. We use the

following fact.

Fact. (Ergin and Sarver (2010b)): The following statements hold:

(i) Ĵ∗(u∗(A)) is lower semicontinuous in the weak∗ topology.16

(ii) Ĵ(u∗(A))(σ) ≤ 〈σ,µ〉 − Ĵ∗(u∗(A))(µ) for all σ and µ.

(iii) Ĵ(u∗(A))(σ) = 〈σ,µ〉 − Ĵ∗(u∗(A))(µ)⇔ µ ∈ ∂Ĵ(u∗(A))(σ).

Let us introduce the following:

• Σ
Ĵ(u∗(A))

= {σ ∈ Σ|∂Ĵ(u∗(A))(σ) is a singleton}.

• C
Ĵ(u∗(A))

= {µ ∈ C∗(U)|µ ∈ ∂Ĵ(u∗(A))(σ) for some σ ∈ Σ
Ĵ(u∗(A))

}.

• M
Ĵ(u∗(A))

= C
Ĵ(u∗(A))

is the closure taken with respect to the weak∗ topology.

The first notation Σ
Ĵ(u∗(A))

is the set of support functions σ such that the superdifferential

of Ĵ(u∗(A)) at σ is a singleton. That is, the weight at σ is uniquely determined. The second

notation is, given the ideal option of A, a set of weights. Third notation is the closure of the

set. We have the following claim.

Claim 12. M
Ĵ(u∗(A))

is weak∗ compact. Moreover, for any weak∗ compact M⊂ C∗(U),

M
Ĵ(u∗(A))

⊂M⇔ Ĵ(u∗(A))(σ) = min
µ∈M(u∗(A))

[
〈σ,µ〉 − Ĵ∗(u∗(A))(µ)

]
, ∀σ ∈ Σ.

16See Royden and Fitzpatrick (1968).
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The proof of Claim 12 is in Ergin and Sarver (2010b). By Claim 12, for all σ ∈ Σ,

Ĵ(u∗(A))(σ) = min
µ∈M(u∗(A))

[
〈σ,µ〉 − Ĵ∗(u∗(A))(µ)

]
.

Hence, by the definition of J , for all A∗ ∈ A∗,

V ∗(A∗) = max
u∈A∗

∑
i

ui + min
µ∈M(u∗(A))

[
max
u∈A∗

(
∑
i

uiµi)− Ĵ∗(u∗(A))(µ)
]
.

We apply the result in Ergin and Sarver (2010b) (Corollary 2). For any A∗ ∈ A∗,

V ∗(A∗) subject to c(µ) ≤ k,

for some c : C∗(U)→ R and k ∈ R. Then, letM(u∗(A)) = { µ ∈Mu∗(A) | c(µ) ≤ k }. Since

c is lower semicontinuous, M(u∗(A)) is compact. Hence, the set of non-negative measures

on U is obtained.

We show that the properties of consistency and minimality of M are satisfied. First, we

show the consistency of M(u∗(A)) by the following two claims. Let M(u∗(A)) = J(u∗(A)).

Claim 13. If A ∈ A and µ ∈ ∂Ĵ(u∗(A))(σA), then for all u ∈ Rn there exists v ∈ Rn with

θ = u− v ∈ Θ such that 〈σ,µ〉 = v · θ.

Proof. Fix A ∈ A and µ ∈ ∂Ĵ(u∗(A))(σA). Take θ = u− v ∈ Θ. Then, σ{θ}(u) = u · θ. It is

easily verified that, for any A ∈ A and θ ∈ Θ, σA+θ = σA + σ{θ}.

We show that for all θ ∈ Θ, 〈σ{θ}, β〉 = v · θ. Fix θ ∈ Θ. There exists α > 0 such that

A∗+αθ,A∗−αθ ∈ A∗. By the translation linearity of V ∗, α(v ·θ) = V ∗(A∗+αθ)−V ∗(A∗) =

J(u)(σA+αθ)− J(u)(σA).

By claims, α(v · θ) ≥ 〈σA+αθ, β〉 − 〈σA, µ〉 = 〈σαθ, µ〉 = α〈σθ, µ〉. In the same way, we

have −α(v · θ) = J(u∗(A))(σA+αθ)− J(u∗(A))(σA) ≥ −α〈σθ, µ〉. Hence, α(v · θ) = 〈σ{θ}, µ〉
2

Moreover, we show another claim.

Claim 14. If µ ∈ MJ(u∗(A)), then for all u ∈ Rn there exists v ∈ Rn with θ = u − v ∈ Θ

such that 〈σ,µ〉 = v · θ.

Proof. Define M⊂MJ(u∗(A)) by

M := {µ ∈M(Ju∗(A))|〈σ{p},µ〉 = v · (p− q) ∀p ∈ X}.

M is a closed subset of MJ(u∗(A)), and M is compact. We show M =MJ(u∗(A)). That it,

we show MJ(u∗(A)) ⊂M. By Claim, we need to show

Ĵ(u∗(A))(σ) = max
µ∈M(u∗(A))

[
〈σ,µ〉 − Ĵ∗(u∗(A))(µ)

]
,
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for all σ ∈ Σ (we can normalize it).

Take σ ∈ Σ. For any λ ∈ (0, 1), λAσ + (1 − λ){q} ∈ A. Note that σλAσ+(1−λ){q} =

λσ(Aσ) + (1 − λ)σ{q} = λσ. Hence, for all λ ∈ (0, 1), MJ(u∗(A)) ∩ ∂Ĵ(u∗(A))(λσ) ⊂ M.

Then, there exists µ ∈ MJ(u∗(A)) such that Ĵ(u∗(A))(σ) = 〈λσ,µ〉 − Ĵ∗(u∗(A))(µ). Then,

µ ∈ ∂Ĵ(u∗(A))(λσ). Therefore, MJ(u∗(A)) ∩ ∂Ĵ(u∗(A))(λσ) 6= ∅.

Take a net {λt}t∈T such that λt → 1. Let σt := λtσ. Then, σt → σ. For all t ∈ T , there

exists µ ∈ MJ(u∗(A)) ∩ ∂Ĵ(u∗(A))(λσ) ⊂ M. M is weak∗ compact. Then, every net has

convergent subnet.

Without loss of generality, suppose µt
w∗−−→ µ for some µ ∈M. For all σ′ ∈ Σ, 〈σ′−σ,µ′−

µ〉 = limt〈σ′ − σt,µ′ − µt〉 ≤ [Ĵ(u∗(A))(σ′)− Ĵ(u∗(A))(σt)] = Ĵ(u∗(A))(σ′)− Ĵ(u∗(A))(σ).

Hence, we have µ ∈ ∂Ĵ(u∗(A))(σ). Thus, the desired statement is shown. 2

Finally, we show that M(u∗(A)) is minimal.

Claim 15. M(u∗(A)) is minimal.

Proof. Suppose M′ ⊂M(u∗(A)). And, suppose that (M′, J(u∗(A))|M′) represents �∗. We

show M′ =M(u∗(A))

Ju∗(A) = maxµ∈M′〈σ,µ〉. There exists p∗,p∗ ∈ X such that {p∗} � {p∗}. Then,

〈σ{p∗} − σ{p∗}〉 = 〈σ{p∗},µ〉 − 〈σ{p∗},µ〉 = v · (p∗ − p∗) > 0. By applying Proposition S.1 in

Ergin and Sarver (2010b) with x = σ{p∗} − σ{p∗}, we conclude M′ =M(u∗(A)). 2

Identifying a Subjective State Space

Now, we identify the subjective state space of the dissatisficing-averse utility representation.

We show that � satisfies the axiom of Finiteness in Kopylov (2009).

Axiom (Finiteness): For any sequence {An} of A, there exists a positive integer N such

that ∪Nn=1An ∼ ∪
N+1
n=1 An.

To show the axiom of Finiteness, we verify that the following holds: for any q ∈ B, there

exists p ∈ A such that p1 %i qi for all i ∈ A, then A ∼ A ∪ B. For any q ∈ A ∪ B, there

exists p ∈ A such that pi ∼i qi for all i ∈ A. Then, by the axiom of Dominance, we have

A ∼ A ∪B.

Take A1, · · · , An, An+1 ∈ A. Let

pi ∈ arg max
p∈A1∪···∪An

ui(pi).

Without loss of generality, assume that pi ∈ Ai for each i ∈ A. Suppose A1 ∪ · · · ∪ An �
A1 ∪ · · · ∪ An−1 ∪ An+1. Then, by the axiom of Dominance, we have A1 ∪ · · · ∪ An ∼
A1 ∪ · · · ∪An ∪An+1. Hence, the axiom of Finiteness is satisfied with N = n.
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By the preceding steps, we obtain the following functional form. For any A∗ ∈ A∗,

V ∗(A∗) = max
u∈A∗

u1 + · · ·+ max
u∈A∗

un − min
µ∈M(u∗)

max
u∈A∗

(∑
i∈A

uiµi

)
.

For any A ∈ A, define V (A) = V ∗(A∗). Then, we have A � B ⇔ A∗ �∗ B∗ ⇔ V ∗(A∗) ≥
V ∗(B∗)⇔ V (A) ≥ V (B). by arranging the terms, we have the desired representation. 2

A.2 Necessity Part

We show the necessity part. We show that the dissatisficing-averse utility representation V

satisfies the axioms of Dominance and Dissatisfaction. Other axioms are easily verified. We

omit it.

First, we show the necessity of Dominance. Take an arbitrary menu A ∈ A. Take p ∈ A.

Suppose that there exists q ∈ X such that for all i ∈ A, pi �i qi. Then, A � {q}. We have

V (A)− V ({q}) ≥ 0. Notice that, for all i ∈ A, maxp′∈A ui(p
′
i) = maxp′∈A∪{q} ui(p

′
i). Hence,

V (A)− V (A ∪ {q}) = 0. Thus, V satisfies the axiom of Dominance.

Next, we show the necessity of Dissatisfaction. Take an arbitrary menu A ∈ A. Take

p ∈ A. Suppose that there exists q ∈ X such that there exist i, j ∈ A with pi �i qi and

pj ≺j qj . Then, maxp′∈A uj(p
′
j) < maxp′∈A∪{q} uj(p

′
j). Then, we obtain V (A) > V (A∪{q}).

Thus, V satisfies the axiom of Dissatisfaction. 2

B Proof of Propositions

B.1 Proof of Proposition 1

The first condition is standard for additively separable utility representations. See Krantz

et al. (1971) (Theorem 2, 13 in Chapter 6). To show the second condition, suppose that

two dissatisficing-averse utility representations 〈U ,M〉 and 〈U ′,M′〉 represent the same bi-

nary relation �. We can show the uniqueness result by using Lemma 4. Both 〈U ,M〉
and 〈U ′,M′〉 satisfy the uniqueness part of Lemma 4. Then, there exists α > 0 and

β ∈ R such that V ′ = αV + β. With the first condition, this implies that, by defini-

tion, Ĵ ′ = αĴ + β. For all µ ∈ C(U) and σ, σ′ ∈ Σ, 〈σ′ − σ, µ〉 ≤ Ĵ(u∗(A))(σ′) −
Ĵ(u∗(A))(σ). Then, 〈σ′ − σ,µ〉 ≤ Ĵ ′(u∗(A))(σ′) − Ĵ ′(u∗(A))(σ). Fix A ∈ A. Hence, we

obtain ∂Ĵ ′(u∗(A))(σ) = α∂Ĵ(u∗(A))(σ). We obtain M
Ĵ ′(u∗(A))

= αM
Ĵ(u∗(A))

. In Theorem

1, we have M′ =M
Ĵ ′(u∗(A))

and M =M
Ĵ(u∗(A))

. Therefore, we obtain M′ = αM. 2

B.2 Proof of Proposition 2

First, we show the sufficiency part. For each h ∈ {X,Y }, �h is represented by a pair 〈U ,Mh〉.
Take an arbitrary menu A ∈ A. Suppose that �X exhibits a stronger contemplation-seeking
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than �Y . Then, V Y (A) ≥ U(p) ⇒ V X(A) ≥ U(p). We have V Y (A) − U(p) ≥ 0 ⇒
V X(A) − U(p) ≥ 0. Hence, V Y (A) ≤ V X(A). If V Y (B) = V X(A), then MY = MX . If

V Y (A) < V X(A), for any µY ∈ MY , there exists µX ∈ MX such that for each p ∈ A,∑
i∈A µ

X
i ui(pi) ≥

∑
i∈A µ

Y
i ui(pi). Thus, MX exhibits more extreme-aversion than MY .

Next, we show the necessity part. Take an arbitrary menu A ∈ A. Consider two binary

relations on A: �X ,�Y . Suppose that V X(A) ≥ V Y (A). And, suppose that for all p ∈ A,

A �Y {p}. Then, V Y (A) ≥ V Y ({p}) = U(p). Hence, we have V X(A) − U(p) ≥ V Y (A) −
U(p). Thus, A �X {p}. It is shown that �X exhibits a stronger contemplation-seeking than

�Y . 2

B.3 Proof of Proposition 3

Let � be represented by a pair 〈U ,M〉. We show the sufficiency part. Take p0,p1 ∈ X .

Let U0(p) :=
∑

i∈A ui(pi), and U1(p) :=
∑

i∈A µ
∗
iui(pi), for each p ∈ A ∈ Ap∗ , where

µ∗ = (µi)i∈A is the maximizer of M. Take an arbitrary menu A ∈ A with p∗ ∈ A such that

U1(p∗) ≥ U1(q) for all q ∈ A.

Suppose that a choice correspondence C satisfies the axioms of WARP with Contempla-

tion, Closed Graph, and Consistency. Fix λ ∈ (0, 1). Let r = λp1 + (1−λ)p∗. Define a menu

B ∈ A by B := {r} ∪ (λp0 + (1 − λ)A). Then, we have U1(r) > U1(q) for all q ∈ B \ {r}.
Moreover, U0(r) > U0(λp0 + (1 − λ)p∗). Then, B /∈ Ap∗ . By the axiom of Consistency,

B � B \ {r}. As λ→ 0, by the axiom of Closed Graph, we obtain p∗ ∈ C(A).

Consider q ∈ A such that U1(q) < U1(p∗). Let C = {p ∈ X | U1(q) < U1(p) ≤ U1(p∗)}.
Let B′ = {p0,p1,q}. Then, B′ � B′ \ {p1}. Hence, C(B′) = {p1} by the axiom of

Consistency.

Let A′ = A ∪ {p1}. Then, A,A′ ∈ Ap∗ . Notice that p∗ ∈ arg maxp∈A′ U1(p). We have

p∗ ∈ C(A′). Hence, we obtain p ∈ C(A) if and only if U1(p) ≥ U1(q) for all q ∈ A.

We show the necessity part. For any A ∈ A, let

C(A) = arg max
p∈A

[∑
i∈A

ui(pi)− max
µ∈M(A)

∑
i∈A

µi
(
max
q∈A

(ui(qi)− ui(pi))
)]
.

Take two menus A,B ∈ Ap. By definition, p ∈ C(A). If q ∈ C(B), then p ∈ C(B). C

satisfies the axiom of WARP with Contemplation. Consider a sequence of pairs {pn, An}
such that pn → p and An → A. Suppose that, for each n, pn ∈ C(An). For any q ∈ A,

there exists qn ∈ An such that qn → q. Since each ui is continuous, we have, as n → ∞,

U1(p) ≥ U1(q). Hence, p ∈ C(A), and then C satisfies the axiom of Closed Graph.

Take A ∈ A and p ∈ X such that A ∪ {p} � A. Then, U1(p) > U1(q) for all q ∈ A.

Hence, C(A ∪ {p}) = {p}. Thus, C satisfies the axiom of Consistency. 2
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