CIRJE-F-1047
Anticipated Backward SDEs with Jumps and
Quadratic-Exponential Growth Drivers

Masaaki Fujii
The University of Tokyo

Akihiko Takahashi
The University of Tokyo

May 2017; Revised in May 2017, March 2018, and July 2018

CIRJE Discussion Papers can be downloaded without charge from:

http://www.cirje.e.u-tokyo.ac.jp/research/03research02dp.html

Discussion Papers are a series of manuscripts in their draft form. They are not intended for
circulation or distribution except as indicated by the author. For that reason Discussion Papers

may not be reproduced or distributed without the written consent of the author.



Anticipated Backward SDEs with Jumps and

quadratic-exponential growth drivers *

Masaaki Fujiif & Akihiko Takahashi*

This version: July 9, 2018

Abstract

In this paper, we study a class of Anticipated Backward Stochastic Differential Equa-
tions (ABSDE) with jumps. The solution of the ABSDE is a triple (Y, Z, ) where Y
is a semimartingale, and (Z,4) are the diffusion and jump coefficients. We allow the
driver of the ABSDE to have linear growth on the uniform norm of Y’s future paths, as
well as quadratic and exponential growth on the spot values of (Z,1)), respectively. The
existence of the unique solution is proved for Markovian and non-Markovian settings with
different structural assumptions on the driver. In the former case, some regularities on
(Z,4) with respect to the forward process are also obtained.

Keywords : predictive mean-field type, time-advanced, quadratic growth, future path de-
pendent driver, ABSDE

1 Introduction

As a powerful probabilistic tool to analyze general control problems, non-linear partial dif-
ferential equations as well as many newly appeared financial problems, backward stochastic
differential equations (BSDEs) have attracted strong research interests since the pioneering
works of Bismut (1973) [6] and Pardoux & Peng (1990) [30].

Recently, Peng & Yang (2009) [32] introduced a new class, so-called anticipated (or time-
advanced) BSDEs, where the drivers are dependent on the conditional expectations of the
future paths of the solutions. They originally appeared as adjoint processes when dealing
with optimal control problems on delayed systems. Since then various generalizations have
been studied by many authors: Oksendal et al. (2011) [28] dealt with a control problem on
delayed systems with jumps, Pamen (2015) [29] a stochastic differential game with delay, Xu
(2011) [37], Yang & Elliott (2013) [36] studied some generalizations and conditions for the
comparison principle to hold. Jeanblac et al. (2016) [18] studied anticipated BSDEs under
a setting of progressive enlargement of filtration. The importance of anticipated BSDEs for
financial applications is likely to grow in the coming years because of the set of new regulations
(in particular, the margin rule on the independent amount). They require the financial firms
to adjust the collateral (or capital) amount based on the expected future maximum loss,
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exposure or the variability of the mark-to-market, which naturally makes the drivers of the
pricing BSDEs dependent on the expected future paths of the portfolio values.

In this paper, we are interested in anticipated BSDEs with jumps and quadratic-exponential
growth drivers. Although the properties of Lipschitz ABSDEs have been well established,
the ABSDEs with quadratic growth generators have not yet appeared in the literature. In
addition to the pure mathematical interests, the quadratic growth (exponential growth in the
presence of jumps) BSDEs have many applications. In particular, they arise in the context
of utility optimization with exponential or power utility functions and the associated indif-
ference valuation, or questions related to risk minimization for the entropic risk measure.
They also arise in a class of recursive utilities introduced by Epstein & Zin (1989) [12] where
the investor penalizes the variance of the value function. Their model and its variants have
found many applications in economic theory. Once the investor assigns a cost or benefit to
the expected value of a future path, which looks almost inevitable due to the new financial
regulations, the resultant recursive utility, which corresponds to the driver of the associated
BSDE, starts to involve an anticipated component. In this work, we deal with the anticipated
BSDEs with jumps of the following form:

Y= £+ /t "B Vo)t Yoo 2oty ) dr /t " Zeaw, - /t ' /E y(e)jildr, de)

where the driver f(t,-) is allowed to have linear growth in sup,cp 11|Ys|, quadratic in Z;
and exponential growth in the jump coefficients ;. This will be the necessary first step
toward the understanding of the general problems involving non-Lipschitz generators with
anticipated components and its applications to the various problems mentioned above.

For the (non-anticipated) BSDEs with quadratic growth drivers, the first breakthrough
was made by Kobylanski (2000) [23] and then followed by many researchers for its generaliza-
tion and applications. In the presence of jumps, in particular, they were studied by Becherer
(2006) [4], Morlais (2010) [25], Ngoupeyou (2010) [27], Cohen & Elliott (2015) [7], Kazi-Tani
et al. (2015) [21], Antonelli & Mancini (2016) [1], El Karoui et al. (2016) [10] and Fujii &
Takahashi (2017) [16] with varying generality. An important common tool is the so called
Ar-condition [2, 35] necessary to make the comparison principle to hold in the presence of
jumps, which is then used to create a monotone sequence of regularized BSDEs.

Although Ap-condition is known to hold for the setting of exponential utility optimiza-
tion [25], it is rather restrictive, and in fact, stronger than the local Lipschitz continuity.
Furthermore, in the anticipated settings, the comparison principle does not hold generally
even when the Ap-condition is satisfied. Although the fixed point approach [7, 21] does not
rely on the comparison principle at least for small terminal values, it requires the second-order
differentiability of the driver which is difficult to establish in the presence of the general path
dependence.

In this paper, we firstly extend the quadratic-exponential structure condition of [3, 10] to
allow the dependence on Y’s future paths, and then derive the universal bounds on (Y, Z, )
under a general bounded terminal condition. This bounds are then used to prove a stability
result under a general non-Markovian setting. Under the Markovian setting, this stability re-
sult leads to the compactness result for the deterministic map defined by u(t, z) = Y;t’x, which
then allows us to prove the existence of the solution in the absence of the Ar-condition. It also
provides some regularities on (Z,) with respect to the forward process. As a by product, it
makes the Ap-condition unnecessary for the existence, uniqueness and Malliavin’s differentia-
bility of quadratic-exponential growth (non-anticipated) BSDEs under the Markovian setting
studied in Section 6 of [16]. For a non-Markovian setting, we reintroduce the Ar-condition
and make use of our previous result in [16] to prove the existence of the unique solution. We



also give a sufficient condition for the comparison principle to hold.

2 Preliminaries

2.1 General Setting

Let us first state the general setting to be used throughout the paper. 7" > 0 is some bounded
time horizon. The space (Qw, Fw,Pw ) is the usual canonical space for a d-dimensional
Brownian motion equipped with the Wiener measure Py,. We also denote (€, F,,P,) as a
product of canonical spaces 2, := Q}L X oee X Q’;, Fu = ]-'ﬁ X oee X ]-',’f and IP’; X oo X }P’ﬁ
with some constant & € N, on which each u* is a Poisson measure with a compensator
vi(de)dt. Here, vi(de) is a o-finite measure on Ry = R\{0} satisfying fRo le|?vi(de) < oo.
For notational simplicity, we write (E,&) := (RE, B(Rg)*). Throughout the paper, we work
on the filtered probability space (2, F,F = (Ft);c(o,1,P), where the space (€2, F,P) is the
product of the canonical spaces (Qw x €, Fw x F,,,Pw x P,), and that the filtration F =
(Ft)tefo,r) 1s the canonical filtration completed for P and satisfying the usual conditions. In
this construction, (W, u!,--- , u¥) are independent. We use a vector notation u(w,dt, de) :=
(p'(w,dt,de'),-- -, u¥(w,dt,de*)) and denote the compensated Poisson measure as fi := u—v.
F-predictable o-field on 2 x [0, 7] is denoted by P. It is well-known that the weak property
of predictable representation holds in this setup (see for example [17] chapter XIII).

2.2 Notation

We denote a generic constant by C' which may change line by line. We write C' = C(a, b, c,---)
when the constant depends only on the parameters (a,b,c,---). T! denotes the set of F-
stopping times 7 : Q@ — [s,t]. We denote the conditional expectation with respect to F;
by Eg[] or E[-|F]. Under a probability measure Q different from P, we explicitly denote
it, for example, by IE(% []. Sometimes we use the abbreviations ||z := sup,c[s |Zv| and
Oy = (Yo, Zy, y).
We introduce the following spaces. p € N is assumed to be p > 2.
e D[s, t] is the set of real valued cadlag functions (qy)yels -
e SP[s,t] is the set of real (or vector) valued cadlag F-adapted processes (X, )ye[s such that

3=

HXHSP[S,t] = E[ sup ‘Xv|p]
vE[s,t]

< Q.

e §%[s, ] is the set of real (or vector) valued cadlag F-adapted processes (X, ),e[s, Which are
essentially bounded, i.e.
[1X lsoes, 2= [] sup 1Xul[|,, < oo,
vE[s,t]

Here, ||z]|oo == inf{c eR; P{Jz| <c}) = 1},
e HP[s,t] is the set of progressively measurable real (or vector) valued processes (Zy)yes
such that

p_1

1 Z]pp1s,9) := E[(/gt \Zu\de) 2} P < 0.

e L2(E,v) (or simply L?(v)) is the set of k-dimensional vector-valued functions v = (%) <;<
for which the each component 1 : Ry — R is B(R")-measurable and

k 1
e 7 2.1 2
19l|L2 (.0 = (; /RO [ (e) P (de)) < 0.
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e L®(E,v) (or simply L>®(v)) is the set of functions 1 = (¥');<;<x for which the each
component ¥° : Ry — R is B(R?)-measurable and bounded v*(de)-a.e. with the standard
essential supremum norm.

e JP[s,t] is the set of functions ¥ = (¢')1<;<x with ¢° : Q X [s,#] x Ry — R being P @ B(Ro)-
measurable (or we simply say ¢ is P ® £-measurable) and satisfy

1
19llsrge = E[ Z / / o) (dedv) P ] < .
e We denote KP[s,t| = SP[s, t| x HP[s, t] x JP[s,t] with the norm

(Y, Z, ) |kcr (s, 2= 1Y lIseis,g + 1 2 wegs,q + ] |pegs,-

For notational simplicity, hereafter we write

//wr fi(dr, de) = Z//% i(dr, de)

and use similar abbreviations for the integrations with respect to (u,v) = (u!, v")1<i<k-

o J°°[s,1] is the set of P ® E-measurable functions 1 = (1")1<;<x essentially bounded with
respect to the measure dP ® v(de) ® dt i.e.

19| goo (s, 2= |[ess sup||thy]loe (|| < oo

vE|[S,t

e H% ) 005, 1] is the set of real (or vector) valued progressively measurable processes (Zy),e(s 4
such that

12115z

BMOSﬂ

t
= SUPHEE {/ \ZA%T]H < 00.
TETE T o0

e J%[s,t] is the set of P ® £-measurable functions such that
2 ! 2
101y oy = sup [ [ [ [ 1oreviaerar]]| <.
TETE T JE o0

e J% 08, 1] is the set of P ® £-measurable functions such that

i, =Ts;%HEfT[/; [ ot Putderr] + a7 <o

molsitl o0

where AM; := [, 1-(e)u({7},de). See Section 2.3 of [16] and references therein for the
details of BMO- martlngales with jumps. We frequently omit [s,¢] if it is obvious from the
context.

2.3 Some relations among the jump norms J*,J% J%,,,

By a simple adaptation of Corollary 1 in [26], we get the next Lemma.

Lemma 2.1. Let ¢ be in J?[0,T], and define a square-integrable pure jump martingale



(M)eepo,r) by My = fo fE vs(e)u(ds,de). The jump AM at time t is given by

AMt Mt Mt_ /wt {t} de) . (21)

Then the following two conditions are equivalent:

(1) [[¥[lyeoj0,17 s finite.

(2) Sup ¢yt [|AM;||o is finite.

Moreover, the above two quantities coincide when they exist i.e.

[¥]lgee = sup [[AM;||oo -
TE'E]T

Proof. (1) = (2). Let assume ¢ € J?[0,T] N J>*[0,T]. By construction, only the jump times
of the Poisson measure u(dt, de) contributes |[AM|. Since the density of u(dt,de) is given by
v(de) ® dt, it is obvious to see [AM;| < |[th][joc[o,7] @.s. for every stopping time 7 € T and
hence sup ¢ |[[AMz[|oo < ||¢)][500(0,7-

(2) = (1). Assume conversely, C' := SUp 7 [|AM;||oo < 0o. By (2.1), one sees

lv-(e)] < C a.s. (2.2)

for every pair (7,€) of the jump time (7) and its associated mark (e) of the random measure
p(dt, de). Let us define a new process ¥ € J?[0,7] N J>[0,T] by the next truncation:

T,Z_Jt(e) = ¢t(e)1{|wt(e)\§0} V(w,t, 6) €0 x [O,T] X E.

Notice that 1) and v are equal a.s. on every jump time and its associated mark of u. As a

consequence, one has
0 - / [ 1e) = B0 utar, )]

= [ [ 1ot~ BoPuiac]

This means ¢ = 1 in J?[0,7] and hence, in particular, dP ® v(de) ® dt-a.e. Therefore,
HlﬁHJoo[Qﬂ = ||EHJOO[O’T] < C and (1) holds. This establishes the equivalent of (1) and (2).
Combining the two results, one can conclude |[¢)|[je(o,7) = sup ez ||AMz |- O

Remark 2.1. Note that 1 must be a predictable process. This fact makes the constraint only
at the jump points in (2.2) be translated into the whole domain of 1.

Using the above result, one obtains the following relation among the different jump norms.

Lemma 2.2. The following two conditions are equivalent:
(1) ¥ € J%4[0,T)NJ>®[0,T] .

(2) ¥ € I5000,T) .

Moreover, the following inequality holds:

S N e [ -SSR 1 N

Proof. (1) = (2). Let ¢ be in J%[0,T]) N J>°[0,7]. Since J% C J?, Lemma 2.1 implies that
|[4]] 5o, = SUp ¢ |AM;||oo where AM; := [, 4, (e)u({7},de) as defined before. One



then obtains

Wy = o[ [ pcoretaon] - an]

< Wl + s 1AM = 91y o1y + W1 epom
TE ]y

A

Thus (2) holds.

(2) = (1). On the other hand let ¢ € J%,,,[0,T]. By definition of J%,,,-norm, one has
oup [[B. [ [ lortePriacar]| v s a0 < 1B,
’TETT o0 TG%T BMO

Since J% mo C J%, Lemma 2.1 once again implies
2 2 2
W13,V 1By < 1918y, o

The last claim direct follows from the above two inequalities. U

Remark 2.2. When v is given as a part of BSDE solution (Y, Z,1) as in (3.1), ¢ can be
defined only up dP ® v(de) @ dt-a.e. Thus, if one has a ¥ € J°, one can freely work on its
version (zzt(w, €))(w,t,e)ex[0,T]x E Which is everywhere bounded (as in Y used in the proof of
Lemma 2.1). This fact is being used in some existing literature.

3 A priori estimates

3.1 Universal bounds

In this section, we consider various a priori estimates regarding anticipated quadratic-exponential
growth BSDEs with jumps in a general non-Markovian setup. We are interested in the fol-
lowing ABSDE for ¢ € [0,77:

Yt:u/tTEﬂf( (v, >ve[rT],Yr,Zr,wr)dr—/t ZydW, - //w fi(dr,de), (3.1)

where f: Qx [0,7] x D[0,T] x R x R™?4 x L2(E,v) — R, and ¢ is an Fr-measurable random
variable.

Assumption 3.1. (i) The driver f is a map such that for every (y, z,) € RxR™4xL2(E, v)
and any cadlag F-adapted process (Yy)uelo,r), the process (IE]:tf(t, (Yo)velt, 1), ¥, 2:9),t €
[O,T]) is F-progressively measurable, and the map (y, z,v) — f(-,y, z,¢) is continuous.

(ii) For every (q,y,z,%) € D0, T] x R x R™*¥ x L2(E, v), there exist constants 3,6 > 0,y > 0
and a positive progressively measurable process (1,,v € [0,T]) such that

_lt - 5( sup ’qUD - 5‘y’ - %’2’2 - LJW(_w(e))V(de) < f(t7 (QU)UE[t,T]uyaz7w)

ve(t,T)

U+ 5 sup_laul) + Blyl + L= + /E Iy ((e))w(de)

velt,T)

dP @ dt-a.e. (w,t) € 2 x [0,T], where jy(u) := L (7 — 1 —yu).
(i13) 11§l oo, [|!]]ge < 0.



Lemma 3.1. Under Assumption 3.1, if there exists a bounded solution (Y, Z,1) € S® x H? x
J? to the ABSDE (3.1), then Z € H%,, and ¢ € J%,,0 (hence ¢ € J°) and they satisfy

eNYlsee
121y, < =5 (1+ 2T [Wlls= + (5 + 8|V lls=]).

BMO
) eWNYlgee )
B3, < g (2 49T [l + (8 + ) ¥ llo] ) +41¥ 3.

Proof. 1t follows from Lemma 3.1 [16] by a simple replacement of ||I||sec with ||I||gec +3]|Y||gee.
One also needs the fact that \|¢||§2 < ]|¢||J2]2 + |[¥|Pw and |[¢[|pe < 2||[Y]|se from
BMO B

Lemma 2.1. We give details in Appendix B.1. O

Lemma 3.2. Under Assumption 3.1, if there exists a bounded solution (Y, Z,1) € S x H? x
J? to the ABSDE (3.1), then'Y has the following estimate

1V lls < exp(7(8 +0¢") ) (el oo + T11l5=) -
Proof. Applying Mayer-Ito formula, one obtains
dey,)) = & (ByY\ds+s1gn( )Y, +dL, )

Here, (Ls)sc(o,7) is @ non-decreasing process including a local time L¢ as

dLe=dLs+ [ (Vee 0] = [Ver] = sign(Yeo )i (e)ulds, de)

Note that
ly 4+ Y| — |y| — sign(y)y = |y + | — sign(y)(y +¥) > 0. (3.2)

Let us introduce the following processes (Bs)qejo,r] and (Cs)sejo,r) by

AB, = —sign(V,)Ex.f (s, (Yo)uepory O,)ds
(1 B s W) + 81+ 3107+ [ Gin(vyu(ewide))as
UGS
dC, = €% (dB,s+dLs) + 2(2/38—6 )| Zs|*ds

+ [ (Gl sian(vi)un(e)) = €2, sn(o) () Jwlde)ds

Note that both of B and C' are non-decreasing processes. As for the process B, this follows
from Assumption 3.1. As for the process C, it follows from the fact that k& > 1, j,(ku) —
kj~y(u) = %(ekW — ke™ — 1+ k) > 0, which makes the last line positive. One then sees

d(eBS|YS| +/ e’ (I, + 6Ex, ( sup |Y, ]))dr) = eMsign(Y, )(Z AW, -l—/ Ys(e)p(ds de))

ve[r,T)

_ /E 7 (P sign(Ya)ws(e) ) v(de )ds—%]eﬁssign(}@)Zs\st—l—dCs. (3.3)



We now investigate the process Py, ¢ € [0,T] defined by
t
P = esp(re il 4 [ 1085 (op al)ar), e 0.7
0 ve[r,T]
where P € S is clearly seen. Applying Ito formula, one obtains that

t 2
dP; = Pt_'yd(eﬁt’yt‘ +/ BT (I + 6Ex, sup |YU|)dr> + Pt%yeﬁtsign(Yt)Zt’Zdt
0 ve[r,T]

+P / (e Wit @b 1 yePtsign (v )y(e) ) ldt, de)
E

=P,_ (veﬁtsign(Yt)thWt + /

(exp(yeﬁtsign(lﬁ,)wt(e)) - 1)ﬁ(dt, de) + dCé) (3.4)
E

where (C})sejo,7] is another non-decreasing (see (3.2)) process defined by

dCt/ = ’ydct + /

(e Wil e sni)in(e) ) i, de). (3.5)
E

The details of the derivation of (3.4) are given in Appendix B.2.
Since (P,Y, Z,9) € S® xS® xH%,,, X J%,,0, one sees the process P is a true submartin-
gale. Therefore, it follows that, for any ¢t € [0, 7],

T
exp(ve™il) < B [exp(veTl¢] +7 / ¢ (I + OBz, ( SFPT]'Y”'))C”)]
t ve|r,
- T
< exp (1677 (|Iglloo + Tllls==) + 0¢” / 1Y llg gy dr) as.

T
Thus, |V;| < e?T(]|€]|oo + T|||s~) + (5€BT/ Y ||gee[r,7) dr a.s. Since the right-hand side is

t
non-increasing in ¢, the same inequality holds with the left-hand side replaced by supep; 77 |Vs|-
Hence equivalently,

T
1Y llsoepe,ry < €T ([[€]loo + Tllso) +5eﬁT/t 1Y [lgoofrry dr -

Now using the backward Gronwall inequality !, one obtains the desired result. ]

Definition 3.1. We define the set of parameters A = (||¢||c0, ||!||s%, 9, 8,7, T) which control
the universal bounds on (||Y||ges, HZHHQBMO, szHJgBMO).

As a result of Lemmas 3.1 and 3.2, one sees the norms of ||Y|[se, || Z||g2  ,|%]]32
BMO BMO

are solely controlled by the set of parameters in A. In the next subsection, we introduce the
local Lipschitz continuity.

3.2 Stability and Uniqueness

Assumption 3.2. For each M > 0, and for every (q,y,2,v), (¢,y,2',¢") € D[0,T] x R x
R4 L2(E, v) satisfying sup,epo.1 |90], subueio.r 1201, Wl 195 19l 18]y < M,

!See, for example, Corollary 6.61 [31]



there exists some positive constant Ky (depending on M ) such that

’f(tv (%)ve[t,T]a Y, =, ¢) - f(t7 (qg)ve[t,T]?y,a Z,a ¢,)|

< K sup lgo—abl+ 1y — o/ + Il = ¥'lliz)
ve(t, T

HEuM (L4 2]+ 12+ [[9]lzw) + 19 lizw) 1z — 2] (3.6)
dP @ dt-a.e. (w,t) € Qx[0,T].

Remark 3.1. Instead of directly making the driver f path-dependent, one can include the
conditional expectations such as E]:t(Kng(;),Eft(ftT Ysds) as done in [28]. In this work, we
adopt the former approach since it allows the general dependence without specifying a concrete
form.

Let us introduce the two ABSDEs for ¢ € [0, T, with i = {1, 2},

T

Yi=¢+ / Er S (. (Ve Yo 2, 01 ) dr — / ZydW, — / / Ur(e)f(dr, de). (3.7)
t t

Let us put Y :=Y!' - Y2 67 := Z' — 72 64 := ¢! — 2, and

5f(7’) = (fl - fQ)(Tﬂ (Yv )ve[rT Yl Zl %) :
Then, we have the following stability result.

Proposition 3.1. Suppose that the data (€%, f')1<i<a satisfy Assumptions 3.1 and 3.2. If
the two ABSDEs (3.7) have bounded solutions (Y, Z',1%)1<i<2 € S® x H? x J?, then for any
D > 2¢sx

197 oy < Com[log + ([ B lssar)']’ (55)

and for any p = 2,q = g«

=2

T 1
1(9Y.02,80) g0y < Co |06 + ( /0 Exlof(rlar)™ [ (39)

where g« € (1,00) is a constant depending only on (K., A), C1 = C(p,K.,A) and Cy =
(p,q, K., A) are two positive constants.

Proof. Note that one can apply (3.6) globally with fixed Kj; by choosing M larger than the
bounds implied from Lemmas 3.1 and 3.2. Let fix such an M in the remainder. Define the
Re-valued progressively measurable process (b, € [0,T]) by

E]:'r [fQ(ra( U)UG[TT Y Zl %) fQ(T) (YL)I)’UE[T,T]?}/TI’ZT27/I/]%)]
|0Z,]?

by = 1526,&052:

Since |by| < Ky (1 + |ZH + |22 + 2||¢;||H%2(V)), there exists some constant C' such that
|]b||H2 < C with C = C(K., A). Thus one can define an equivalent probability measure Q
by % ag " €T( IN b, dW,) where &(-) is Doléans-Dade exponential We have we=w-— Jo brdr
and the Poisson measure is unchanged, i@ = fi. We also have 4 Q ( fo deWTQ). From
Remark A.1, there exists some constant 7* € (1,00) such that the reverse Hélder inequality

holds for both of the &.( |, bl dW,) and &.( (— o b, dWQ) with power 7 € (1,7*]. Define ¢, > 1
by g« :=r*/(r* —1). Note that (r*,g.) are solely controlled by (K., A).



Under the measure Q, we have

T
0Y; = 65 + / E]:'r [5f(7“) + f2 (’I", (K})ve[r,T]a K}? ZEJ?%) - f2 (T, (Y’UQ)’UE[T‘,T]? Y;?v Zza ¢g):|d7"
t

—/tT(SZrdW,iQ—/ /5% %(dr,de), t € [0,T).

[Stability for Y] Applying Ito formula to §Y2, one obtains

T T
|6Yt|2+/t |5ZT|2dr+/t /]E|6wT(e)|2u(dr,de)

T
= |5‘£‘2 + / 25}/7'E]:r |:(Sf(7“) + f2 (Ta (Y;}l)ve[r,T]a }/rla ZE, wi) - f2 (’I”, (K}Q)UE[T,T]a Y;'Qa ZE? ¢3)] dr
t

T T
- / 20Y,.0 Z,dW <2 — / / 20Y,_ 8¢, (e) % (dr, de) . (3.10)
t t E

The last two terms are true Q-martingales, which can be checked by reverse Holder and
energy inequalities. By taking conditional expectation IE% [-], one obtains with any A > 0

T T T
|5yt|2+E%/t |ZT|2dr+IE%/t ||6wr||iz(,,)dr§01ﬁ:%/t Ex, [[|6Y[If. 7] dr

Q o, Lo [T 2 2 1o [F 2
+B3, (1667 + 5. ([ Brlosolar) + Mo ] + 35 / 169022, dr

with some positive constant C' = C(K.,A). Here we have used the fact that [0Y,| <
Er, [||5Y\|[T’Tﬂ. Therefore, in particular,

5> <ES [|6e + 1 ( CER 15 0)dr) + NI +C [ B 6V 1] d
t” S g Z, Frl0JT)jar [t,7] ; Fr [r, 71107
1 2 1 4 2 2 4 2
=g Ex [5T<|5§| +)\(/t Efr|5f(7“)|d7“) +>\||5Y||[t,T]+C/t E}—T[HCSYH[T,T]]dT)

where & = & ([, b} dW;). Choosing g € [g«,0), the reverse Holder inequality yields
_ | T 27 T
6Yi2 < CE [l + 1 ( / Ez|of(r)ldr) " + ( / Er, [I13Y17, ny)dr)” + XI5V 122,
q

g, L [T 2q - .
< CEz [|5¢ *x(/t Er|8f(r)ldr) " + / 1813y + X716 |

with some C' = C(q, K., A), where in the 2nd line Jensen’s inequality was used. For any
p > 24, applying Doob’s maximal inequality, one obtains

E[I8Y I 7] < CE [5&”;}5(/3 Ex |5/ (r)|dr }+C/ I6Y [}y |dr + CAEE[l18Y |1

with C = C(p,q, K., A). Choosing A > 0 small enough so that O\ < 1, the backward
Gronwall inequality implies

]EL:E%} |5y;|p} < CE[|5g|p + (/STEfT|5f(r)|dr)p}, Vs € [0,T] .
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One sees the last inequality holds for any p > 2¢,. This proves (3.8). Since 1 < ¢, < @, it
also follows that

1

ELGS[%PT] |5Yt‘P} < IELGS[%%] |6Y; [P }312 C’E[[dﬂptf + (/OT E;T|6f(r)|dr)pq

52 1

} " (3.11)

with C = C(p,q, K., A) for any p > 2.

[Stability for Z and ] From (3.10), one has with C' = C(K., A),

T T
6Y;? + / 67, Pdr + / /E 150 (e) 2 dr, de)

T 2 T
<1662+ ([ Enlof)ldr) +16Yn +C [ Br 16V p)ar
T T T
4 [ 108l llaydr = [ 20%0z,awE — [ [ 20, 00, (e)par.de)
t t t E

For any p > 2, applying Burkholder-Davis-Gundy inequality? and Lemma A.3, one can show
that there exists some constant C' = C(p, K., A) such that

EQ [(/OT |5ZT|2dr)%} +EQ [(/OT/E 160, ()2l dr, de))%}

T
p
< OEQ [|6£|P + (/0 E]—‘,~|5f(7“)|dr) + S[l(l)pT] E]:r [H(SYHfO,T]] + H(SYH{)O,T]} .
re|0,

Taking ¢ > q., the reverse Holder and Doob’s maximal inequalities give

p

EQ [(/ y(szr|2dr)g};+m:@[(/;/ |5¢r(e)|2u(dr,de))1;

T L
< CE[|ag + ( /0 Ex|5f(rldr)” + s Ex 16Vl 5" T4 |6V ] ™

< CE||5¢ + (/OTEmaf(r)ydr) + 0¥ I ] &

The reverse Holder inequality implies || Z||g» + |[¢]|;7 < C(||Z||wwa(q) + |[¢]|jpa(q))- Thus the
estimate of (3.11) and Lemma A.3 give

52 1

T
_ q
16Vl + 11621 + 166 < CE[3€P" + ( [ B o))

p}?

for any p > 2 and ¢ > ¢, with some positive constant C' = C(p, q, K., A). O

We also have the following relation.

Lemma 3.3. Under the same conditions used in Proposition 3.1, one has

102 ||z

BMO BMO

T
1159l < OIS Nl +118€l1 + sup [ [ 155r)1ar]| )
teTy t

with some positive constant C = C(K., A).
2See, for example, Theorem 48 in IV.4. of [33].
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Proof. 1t follows from a simple modification of Lemma 3.3 (a) of [16]. O
Combining the results in this section, we obtain the uniqueness.

Corollary 3.1. Under Assumptions 3.1 and 3.2, if the ABSDE (3.1) has a bounded solution
(Y, Z, 1)) € S*® x H? x J?, then it is unique with respect to the norm S® x HQBMO X J2BM0-

Proof. Proposition 3.1 implies the uniqueness of Y in S, Vp > 2, in particular. This also
implies the uniqueness with respect to S*. If not, there exists some ¢ > 0 such that ||dY||ge =
¢, which implies for any 0 < b < ¢, there exists a strictly positive constant a > 0 such that
P(supyepo 1y [0Y:| > b) = a. This yields |[0Y|[g, > bPa > 0, which is a contradiction. Thus the
assertion follows from Proposition 3.1 and Lemma 3.3. 0

Remark 3.2. For quadratic BSDEs, allowing the anticipated components of (Z,1) in the
driver f seems wvery hard. In fact, we cannot derive the stability result similar to Proposi-
tion 3.1. This is because that the use of the reverse Holder inequality makes the power of
(|1Z|, ||) different in the left and right hand sides in the relevant inequalities after align-
ing the probability measure of the conditional expectations to a single one. The anticipated
component for Y is an exceptional case, where we can remove one conditional expectation
by the simple fact Y; = EQ[Y;|F;]. Note that the Proposition 3.1 is necessary also for the
non-Markovian settings in Section 6. In the absence of the stability result, the convergence
using the monotone sequence would be the last hope. However, to the best of our knowledge,
no comparison principle is known in the presence of anticipated components of the control

variables (Z,1).

4 Existence in a Markovian Setup

Let us now provide the existence result for a Markovian setting. We introduce the following
forward process, for s € [0, 77,

sVt sVt sVt
Xt :x—i—/ b(r,Xﬁ’w)dr—i—/ o(r, Xﬁ’z)dWT—i-/ /V(T, X0 e)i(dr,de)  (4.1)
t t t E

where 2 € R" and b: [0,7] x R* = R”?, 0 : [0,T] x R* — R"™4 ~:[0,T] x R" x E — R"*k
are non-random measurable functions. Note that Xﬁ’x =g for s < t.

Assumption 4.1. There exists a positive constant K such that
(i) |b(t,0)| + |o(t,0)] < K uniformly in t € [0,T).

(ii) S8 |4i(t,0,€)| < K(1 A le]) uniformly in (t,e) € [0,T] x Ro.
(111) uniformly int € [0,T),z, 2" € R", e € Ry,

|b(t, ) = b(t, 2")| + |o(t,x) — o(t,a")| < K|z — 2],
k
STt ae) At el o) < KA Ae])|a — ] .

i=1

Lemma 4.1. Under Assumption 4.1, there exists a unique solution to (4.1) for each (t,x)

12



which satisfies for any (t,x),(t,2’) € [0,T] x R™ and p > 2,

() E[ sup |XL7P| < C(1+ o)
~s€[0,T

®) E[  sup X X”|p] C(1 + |z[P)h, Vs € [0,T]
“s<u<(s+h)AT

() E[ sup |07 = XU P < O(Je =o'l + (L4 [Ja] v [2/ )]t — ¢
-s€[0,T

with some constant C' = C(p, K,T).

Proof. They are the standard estimates for the Lipschitz SDEs. See, for example, Theorem
4.1.1 [9]. For the selfcontainedness, we give a proof in Appendix B.3 for regularities. O

We are interested in the Markovian anticipated BSDE associated with (Xf,’m)ve[o’ﬂ:

T
V= €0 + [ LB (X0 (V0 i Y, 267 04 )

_/s ZETqW, — / /z/) pi(dr, de) (4.2)

where f:[0,7] x R® x D[0,T] x R x R™? x L2(E,v) — R and & : R” — R are non-random
measurable functions. Note that (Y3, Z&®, ¢5") = (Y}*,0,0) for s < t.

Assumption 4.2. (i)The driver f is a map such that for every (z,y, z,7) € R x R x R4 x
L2(E,v) and any cadlag F-adapted process (Yy)vepo,1), the process (E;tf(t, z, (Yo)velr1): Y5 2,9), t €
[0,T ]) is F-progressively measurable.

(ii)For every (x,q,y, z,%) € R*xD[0, T] x R x R™*¥ xIL2(E, v), there exist constants 3,5 > 0,
v > 0 and a positive non-random function 1 : [0,T] — R such that

_lt - 6( sup ‘QUD - B|y’ - %|Z‘2 - /E‘]'y(_d}(e))y(de) g f(taxv (QU)UE[t,T]ayvzaw)

veE[t,T]

<1+ sup lgol) + Byl + LJef? + /E Iy ((e)v(de)

ve[t,T]

dt-a.e. t € [0,T], where j(u) = %(ew —1—u).
(i) [[€(-)oos suPrefo,r)(l) < o0.

Assumption 4.3. For each M > 0, and for every (z,q,y,z,v),(2',¢,y,2",¢") € R™ x

D[0, T|xRxR™IXL2(E, v) satisfying ly|, |y'], 1 ||Loe w), 111l ), SUPueio 11 l90] sUPyefo 77 lay] <
M, there exist some positive constants Ky (depending on M) and K¢ > 0,p >0, a € (0,1]
such that, for dt-a.e. t € [0,T],

i ’f(taxa (qv)ve[t,T]7y7 Zs 1/1) - f(tvxa (QL)ve[t,T]v yla Zl:w/)’

< Ko (sup 1go =gl + 1y — o'+ I = ¥'llize))
velt,T]

+KM(1 + |z] + 12 + |WH]L2(V) + ||¢/HL2(V))\Z -2,
b |f(t>l'7 (Qv)’ue[t,T}aya 2 ¢) - f(t,l'/, (qv)ve[tﬂ,y, Z, 1/))’
< Kar(L+ [l Vv 212+ 2 + [[¢]122)) 2 — 2|

and [§(x) = £(2)] < Kelw — a/|*.
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Proposition 4.1. Under Assumptions 4.1, 4.2 and 4.3, suppose that there exists a bounded
solution (Y% Z6@ t®) € §° x H2 x J? for each (t,x) € [0,T] x R™. Then the solution
is unique and (Y% ZH% b%) € §% x HQBMO X J2BMO with the norm solely controlled by
A = ([[¢lloos sUPiefo,m)lts 0, 8,7, T), which is, in particular, independent of (t,z) € [0,T] x R™.

Moreover, if Ytt’x is a deterministic map in (t,z), the map u : [0,T] x R™ — R defined by
u(t,x) := Yf’r satisfies for any pair of (t,x), (t',2') € [0,T] x R™,

jult, ) = u(t' )| < C(1+ [lal v 1a/1°) (e = a1+ (1 o] v o/ ) 2 = ¥

with some constant C' = C(a, p,p,q, K¢, K, K., A) for any p > 2 and q € [g,00) such that
apg® > 1, where g, > 1 is some constant determined by (K., A).

Proof. The first part follows from Lemmas 3.1, 3.2 and Corollary 3.1.
Let us assume ¢ < ¢ without loss of any generality. Put Y := Y% — Y@’

5]0(7") = ]-T‘th(ra Xﬁ’ma (}/J’I)UE[T,T]? @f"’x) - 1T‘Zt’f(ra Xﬁl’x/’ (YJ’CE)UG[T,T]v @?m)
= ]—th <f(’l”, X;E’xa (YZJ)UE[T,T}? ®£,I) - f(ra X;E,J:/a (YJ7$)UE[T,T}7 65@))
_1t’§r§tf(rv Xi/’mlu (ﬁ’m)’ue[r,ﬂ ) Y;§t7x7 07 O) s

and 8¢ = £(X5) — ¢(X5""). By Proposition 3.1, for any p > 2,7 € [g., 00),

1
u(t,z) —u(t',2)] < ]E[ sup |V — }/'St/7$'|p] P
s€[0,T
2 1

q}ﬁ

with C' = C(p, G, K., A). The universal bounds of Lemmas 3.1 and 3.2 imply that ||Y%||s«,
HZt’xHHQBMOv Hwt’mHJzBMO < C with some C' = C(A) uniformly in (¢,x). Thus one can apply

fixed Kjs for the whole range in Assumption 4.3 provided M is chosen large enough. It
follows that

IN

CE|o¢/® + (/OT E;T|6f(r)|dr)p

Ex |6f(r)] < 1,>Kuy (1 + [’Xﬁ’ﬂ Y |X£/,x’”ﬁ + |Z£,a: 24 ‘W?IH]%?(V))‘X;EJ _ Xﬁl’w/‘a
+ Ly<p<t (L4 0B x|V |pmy] + BIYS)

Hence, using the boundedness of Y%% and Cauchy-Schwartz inequality, one obtains

E[(/OTEmaf(rndr)pq &

< CE [1 X o V15

2

1

T 27 5.2

20052 2pq- | 2rq
o] 7+ (/0 1ZE5 P + |Wf«’x|’i2(u)d7") }

_1
XE[||Xt - X7 |2 | Bl

Note here that, by the energy inequality 3, the following relation holds:

52

T 2pq %2
t,x|2 t,x||2 2pq <
B[([ 12+ i agyar) | <0 (43)

3See, for example, Lemma 2.2 [16]. As for a simple proof, see Lemma 9.6.5 [8].
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where the constant C' depends only on (||Z|]H2BMO ||@ZJ||JzBMO) and pg?. Using Lemma 4.1(a)

and (c), one obtains the desired regularity. The contribution from ¢ can be computed
similarly. O

Remark 4.1. Under the conditions of the above proposition, we have, for each s € [0,T],

t,x
Yst’z = YSS’XS = u(s,Xﬁ’z) a.s. due to the uniqueness of solution Y4, Furthermore, since
the function u s jointly continuous, u(s,Xﬁ’x)se[QT] is cadlag F-adapted. Thus, Chapter 1,
Theorem 2 of [33] implies that Y& = u(s, X5") Vs € [0,T] a.s.

We now introduce a sequence of regularized anticipated BSDEs with m € N:

T
Yo = (X5 + / LB, fin (r, X007, (V0 ) ue ), Y7000, Z0000 0 ) dr

_/S Zmbe gy, — / /W”” fi(dr, de) (4.4)

where f,, is defined by, ¥(r,z,q,y, z,%) € [0,T] x R x D[0,T] x R x R4 x L2(E, v),

Im (T’ L, (qs)vG[T,T] ' Y5 2y w) = f(T, Zz, (Som(qs))’ue[r,T}’ @m(y)v (Pm(z)v me(w © Cm)) . (4‘5)

Here, we have used a simple truncation function

—m  forz < —m
om(z) =< =z for |x| <m

m forx >m

and a cutoff function 9 o (;n(e) := ¥(e)1|¢|>1/m, Which are applied component-wise for z, .

Lemma 4.2. Suppose that the driver f satisfies Assumptions 4.2 and 4.3. Then, (fm)men
also satisfy Assumptions 4.2 and 4.3 uniformly in m € N. Moreover, for each m € N, the
driver fp, is a.e. bounded and globally Lipschitz continuous with respect to (q,y,z,v) in the
sense of Assumption C.1.

Proof. With |om ()] < |z|, |om(x) — om(z")] < |x — 2| and use the convexity of the function
Jv(+), the first claim is obvious. By denoting Cp, := maxi<p<1 e[>1/m v'(de) < oo, one sees

|fm| < supsejoryle + (6 + B)m + Zdm? + kjy(m)Cp, ae. by the structure condition. By
noticing the fact that

||<Pm(¢ Cm ||]L2 < Zm / yi(de) < ]{?mQCm
le|>1/m
the global Lipschitz continuity can be confirmed easily. O
Lemma 4.3. There exists a unique solution (YL ZMb& oMby to (4 1) satisfying

1Y oo, (1275 |g2

‘ ‘wm,t,x

|12
BIWO

BMO’

with some constant C = C(A), depending only on those relevant for the universal bound,
uniformly in (m,t,x) € Nx[0,T]xR"™. Moreover, (Ysm’t’x, ZmbT bt o o [t,T]) is adapted
to the o-algebra F! generated by (W, ) after t, that is, Ft = o (Wy— Wy, p((t,ul,); t <u <
8) for each s € [t,T]. In particular, th’t’w is deterministic in (t,x).
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Proof. Thanks to Lemma 4.2, Proposition C.1 is applicable to (4.4), which implies that there
exists a unique solution (Yhe Zmitz ymtry ¢ 20, T] of (4.4). Since |£] and |f,| are
bounded, we actually have Y"%% ¢ S, Therefore, Lemmas 4.2, 3.1 and 3.2 imply the
desired bound

Y™ g, || 274 s, (™|, < C

uniformly in (m,t,z) € N x [0,T] x R™. This proves the first part.

We can prove the latter claims by following the same idea given in Proposition 4.2 [11]
or Theorem 9.5.6 [8]. Consider the shifted Brownian motion and Poisson random measure
(W', 1') defined by W/ := Wi — Wy, p/((0,s],-) == p((t,t +s],+), 0 < s <T —t, as well
as their associated filtration F, := Ff, . Let (X;(O’m), 0 < s <T —t) be the solution to the
following SDE:

X0 = g + /0 b(r +t, X)) dr + /0 o(r +1t, X, 0w, + /0 /E y(r+t, X0 )l (dr, de)

where i’ is the compensated measure for 4/. By the strong uniqueness of the SDE, X;(Bf) =

XU" for t < s < T P-a.s. Hence X" is F! (= F!_,)-measurable.
Similarly, let us consider the Lipschitz ABSDE for s € [0,T — t];

T—t
Y, = ¢(xO0) + / Ezr fin(r + t, X1 (V) peraas Yis Z0y ) dr

T—t T—t
[ zaw- [ [ wontane
s s E

where (Y”, Z',4)) is the unique solution with respect to the filtration (F)scfo,r—g by Propo-
sition C.1. Note here that the conditional expectation Ex [-] = E Fr., [-] applied to the driver
can be replaced by Eg, ,[-] since the arguments of f,, are adapted to (F;)scjo,r—¢ and hence
independent of F;. Changing the integration variable to r +t — r € [t,T], and using the fact
that dW/_, = dW, and p/(d(r — t),de) = p(dr, de), one obtains

T

0, 0,

Y:sl = §(X;£_f)) + / E]:rfm(ra X;“(—tz)¢ (}/;)/—t)ve[r,T]a Y;,—ta Zrl*—tv w;—t)dr
s+

t
T T
[ zaw [ oo,
s+t s+t JFE

Since X;(Bf) = X", one sees that (Y! ,, Z._, ¢, ;s € [t,T]) is a solution to (4.4) on [t,T].

s

Since the Lipschitz ABSDE has a unique solution by Proposition C.1 (Alternatively, one
can use the stability result in Proposition 3.1), (Y/_,, Z,_,, 4. ) = (Ya™b% Z8H" gih®y

a.s. for every s € [t,T]. Thus, Yo™"" is F! (= F!_,)-measurable. In particular, ¥;""* is
F}(= F})-measurable and hence deterministic by Blumenthal’s 0-1 law. O

We now provide our first main result.

Theorem 4.1. Under Assumptions 4.1, 4.2 and 4.3, there exists a unique solution (Y% ZbT t%) €
S*® x H,,0 X %40 to the ABSDE (4.2) for each (t,x) € [0,T] x R™.

Proof. Since the uniqueness follows from the first part of Proposition 4.1, it suffices to prove
the existence. Lemmas 4.2, 4.3 and Proposition 4.1 imply that the deterministic map wu,, :
[0,7] x R™ — R defined by w,,(t, ) := Y;""" satisfies the local Holder continuity uniformly
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in m with C = C(o, p,p, q, K¢, K, K., A) such that
_1_
[t (t,2) = wm(t',2)] < C (14 (o] v [2))7) (Jo = /| + (1+ [lal v [2/[)) |t = €] ) . (4.6)

From Lemma 4.3, it is also clear that sup,,>1 Sup( z)cjo,r)xre [um(t, )| < C.

Let us now confirm the compactness result for (u,,)men. By defining the compact set
K; with j € N by K; := [0,7] x B;j(R") C R"™!| we have UjZi K; = [0,7] x R™. Here,
Bj(R") is a closed ball in R™ of radius j centered at the origin. Arzela-Ascoli theorem (see,
Section 10.1 [34]) tells that there exists a subsequence (m()) C (m) such that, Ju® € C(K,),
(u,,1y) converges uniformly to uM on K;. Since the sequence (u,,1)) is also bounded and
equicontinuous, there exists a further subsequence (m®) c (m(Y) such that, Ju® € C(Ks),
(u,,,(2) converges uniformly to u® on Ky. By construction, it is clear that u(2)|K1 = oD,
Continue the above procedures and construct a diagonal sequence as

(m(m))m21 — {1(1)’2(2)’ R 3.

From Lemma 2 in Section 10.1 [34] implies that there exists a subsequence (m’) C (m(™)
and some function w : [0, 7] x R™ — R such that (u,,/) converges to u pointwise on the whole
[0,7] x R™ space. Moreover, the function v is actually continuous i.e. u € C([0,7] x R™).
In fact, by the above construction of the sequence (m(™), (uy,) converges uniformly to this
function w on any compact subset Kg.

In the remainder, we work on the sequence (m') (and possibly its further subsequences).
Define the cadlag F-adapted process (th’w)se[oj] by Y& = u(s, Xﬁ’x), V(w,s) € 2x10,T).
The uniform boundedness of (uy,/,u), Lemma 4.1(a) and Chebyshev’s inequality give

1+]m|j>

't t,x||P t, t, p
[V =Yl < E{ Sup |t (5, X3) = uls, Xo) " Liup, o IXﬁ’”ISR}} + C( R

s€[0,T

for every R > 0 and p,j € N with some m/-independent constant C. For a given ¢ > 0, the
2nd term becomes smaller than ¢/2 with R large enough. Since (u,,/) converges uniformly
to u on any compact set, the first term also becomes smaller than /2 for large m’. Hence,
[ym'te —yte||B < e for large m’. Thus one concludes Y™*4% — Y% in SP for every p € N.
Since it implies sup e(o 1) [y™'te — Y| — 0 as m’ — oo in probability, extracting further
subsequence (still denoted by (m')), we have lim o SUP,e[o 7] Yb _ yhe| = 0 P-as. In
particular, it means ||[Y""4% — Y| |gec — 0. It also implies that (Y™5%),., forms a Cauchy
sequence in S*°.

With my,mg € (m'), let us put §Y™m2 ;= ymube __ymetr §zmime . — gmibt_ zms,tr
and §ypmm2 = ymube _ yym2bT Tto formula applied to |§Y,"1"2|? yields for any T € Ty,

T T
Er, [|5Y7m1,m2|2+ [ tzpmspars [ [ o) Putdr, de
T T FE

T
= E]-—.,— |:/ . 25Knml’m2]E]:T [fml ('r" Xﬁ’x, (vaml’t’x)ve[r,T]a @;nl,t,x)
TV

g (7, XL, (V20)  p y, ©71207) dr |
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and hence
T T
Ey, / 622 P dr 4 B, / I 2, dr
T T
< 2/|0Y ™2 |5 Err, / Z [ fon (r, X%, (Y 502) ey, ©F580)
T

From Lemma 4.2 and Assumption 4.3, the conditional expectation of the 2nd line is bounded
by O30y (L4 Y™ s + [|Zm00 IR 4 |||, ) < C, with € = C(K., A).

Thus the right-hand side converges to zero as mi, me — 0o uniformly in 7 € 76T. Therefore
(25, ph®) € B0 X I%a0 such that Z70% — Z6% in HY,, o and ™ 5% — b in J%, 0.

Proving that (Y%®, Z%% ¢%®) provides a solution of (4.2) can be done via the common
strategy for the BSDEs. The above convergence results imply, a fortiori, that Z mite _y gzt ip
H2 and ¢™"t% — 5% in J2. Thus we also have the convergence in measure for Z™t% — 7@
and wm/’t’x — Yb® with respect to dP ® dt and dP ® v(de) ® dt, respectively. As we have seen
before, we also have sup,¢( 1 |Ym’7tvz — Yst’x| — 0 in probability. By, for example, Corollary
6.13 [22] (treating general measure space with a o-finite measure), there exists a subsequence
(still denoted by (m')) that yields almost everywhere convergence for the associated measure.
Therefore, one has sup,ejo 7] YT yET 0 as, ZMHT 5 78T dP ® ds-ae. and
P — YT P @ v(de) @ ds-a.e.

Since f,, — f locally uniformly, the above a.e. convergences and the Lipschitz continuity
of the driver yields

fm’(sv ngv (va/7t7x)ve[s,T]7 @gn’,t,:c) - f(37 X?x? (}/vt’x)ve[s,T]v @?I)

dP ® ds-a.e. In order to use the Lebesgue’s dominated convergence theorem, we first show
that there exists an appropriate subsequence (m’) such that G := sup,,, |Z™ %> and H :=
sup,,,/ H@bm/’mHiQ(V) are in LY(Q x [0,T]). Let us follow the idea of Lemma 2.5 in [23]. Since

(Z™'5*) is a Cauchy sequence in H?, one can extract a subsequence (m})ren such that for
any k € N, ||Z™k+1b% — ZMob%||1y < 27% On the other hand, for any s € [0, 77, one easily

sees that ,
77 ,t,
+Y 12 PhrebT _ g “l.
keN

mk,t T ml,t,x

sup | Zs
Taking the H?-norm in the both side and using Minkowski’s inequality,

T 1
E |:/ sup |ka,t7x|2d ] 2 < Hzm/l,t,z”[ﬂl2 + Z ‘|Zm;€+l,t,x B Zm;c,t,xHH2
0 keN kEN

1208 |2 +1 < 00 .

IN

Relabeling the subsequence by (m’), one obtains the desired result for G. Exactly the same
method proves the integrability also for H. Now, since |f,v| < C(1 + G + H) a.s.with some
C=C(K.,A), we have

T
/ |fm’(rv Xf’7w7 (l/vm ’tw)ve[r,T]a @;n ,t,x) - f(Ta Xﬁ’x7 (W@)UE[T,TD @fjm”dr — 0 as.
0

by the Lebesgue’s dominated convergence theorem.
Finally, the BDG inequality and the same arguments using the convergence in probability

measure also give sup o, ST(Zln/’t’x — Z7")dW, (@Z’;n/’t’w(e) -
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wﬁ’x(e))ﬁ(dr, de)| — 0 a.s. under appropriate subsequences, which guarantees the convergence
for the stochastic integration. This finishes the proof. O

Remark 4.2. By Theorem 4.1 as well as the uniqueness of the solution, Y;t’x is in fact
deterministic in (t,x).

Remark 4.3. In the above proof of Theorem 4.1, the convergence actually occurs in the
entire sequence of (m) not only the subsequence (m'). If this is not the case, there must
be a subsequence (M) C (m) such that ||[Y™b% — Y% ||see > ¢ with some ¢ > 0 for every
mj € (m). However, by repeating the same procedures done in the proof, we can extract
a_further subsequence (') C (1) such that, (Y, Zbe by, (Ymite gmite gmgtey
(Vb Z62 pt®) in S x Hy 0 X J500 as (M) 2 mj — oo. One can show that it also
provides the solution to (4.2). By the uniqueness of solution, Y'* = Y4% in S which
contradicts the assumption.

5 Some regularity results

Due to the general path-dependence of (Y),),<7 in the driver, it is difficult to establish Malli-
avin’s differentiability. Interestingly, we can apply the method similar to Lemma 15 in Fromm
& Imkeller (2013) [14] or Lemma 2.5.14 in Fromm (2014) [15] to derive some useful regu-
larity results on the control variables. The method only needs the fundamental Lebesgue’s
differentiation theorem.*

Lemma 5.1. Under Assumptions 4.1, 4.2 and 4.8 with o = 1, the control variables of the
solution to the ABSDE (/.2) satisfy the estimate for every (t,x)

Zgtl < C(1+ X5

), ey < C(1+ 1XS21)
for dP @ ds-a.e. (w,s) € Q x [0,T] with some constant C = C(p, K¢, K, K., A).

Proof. For notational simplicity, let us fix the initial data (¢,z) and omit the associated
superscripts in the remainder of the proof. We start from the regularized ABSDE (4.4).
Choose any s’ € [0,T) and define 6W, := Wy, — Wy for s € [¢/,T]. An application of Ito
formula to (Y™SW ) yields

S S
YW, = / Zmdr — / L 0W, Bz, fin (7, Xo, (Y3 )uepr), OF ) dr

- W, Zmaw, + / / SW,Tpm (e)i(dr, de) + / ymaw,n . (5.1)
/ s’ JE

s s/

Since (Y™, Z™ ™) € S X ]HI2BMO X J]QBMO, one can show easily that the last three terms
are true martingales. Notice that

T
E [ /0 Lot W, B, fin (7, X, (V) ) O W]
1

< CE[|WIf}, 1] éla[(/oT(l +1277 + !\W!\ia(u))drﬂ T<c

“See, for example, Section E.4, Theorem 6 [13].
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with C' = C(K., A). Thus Lebesgue’s differentiation theorem implies that,

: 1 3 T m m
Ef? s _ o /s’ 1> W, Er, fmm (Ta X, (Yv )ve[r,T]v o, )d?’

= 15’2tWJE.Fg/fm (S/, )(S/7 (Yz;m)ve[s/,T]7 @2}) a.s.
for dt-a.e. s’ € [0,T). Similarly one obtains for dt-a.e. s € [0,T),

1 s
i / ZMdr =Z7 as.
sls’ 8§ — s s

5 /;/ 1r2tE]-'rfm (Tv Xra (Y;;m)ve[r,T]: GT)dr
= 1S/ZtE]:S, fm (8/, XS/, (}/Um)ve[s’,T]a @Z})d?‘ a.s.

Since Z™ € H?, we can also take s’ such that E[|Z7|] < co a.e. in [0,T).
As in Lemma 2.5.14 of [15], we introduce the stopping time 7 : Q — (s’, T such that the
following inequalities hold for all s € (s', T:

s—s'
1

§— S

!

TNS
/ Z;”dr‘ <I|ZJ|+1  as.
S

TAS
; // 1r2tE.7:r fm (ra X, (va)ve['r,T]a @T)d?"‘

< 15’2t‘]E.7-'5/fm(3/7Xs/7 (Y;J )'UE[ !\ T]» @ )

+1 a.s.
1

S§— S

TNS
; // ]—thW:E]:rfm (Ta X, (Y;;m)ve[r,T]: @T)dr’

g18,2t‘WSTEfS,fm(8/,Xs/,(YU Vel OF) |+ 1 as.

Then one can show from (5.1) and the fact that 7(w) A s = s for sufficiently small s € (s, T,

o —hmEf,{ /Y;Xs(W‘r/\s—Ws/)T}
ss’ S —

dP ® dt-a.e. (w,s’) € 2 x[0,7) by the dominated convergence theorem. One sees

‘E]: / [ /YTTXS(WT/\S - Ws’)T] ‘

1 1
< ‘EJ-'S/ [mnm(wﬂ\s - WS’>T] ) + ‘E}—s/ [m(ysm - YrT\s)(WTAS - Ws’)T}

Y

where the second term yields

S = YR (Wens — W)

TANS

. |
s

S
1
- E]: ’ [ — E]:rm [Y YTm/\S] (Wrns — WS’)T:| ‘

1 5 m
< E}—s’ [8 _ g / EF,ns fm(rﬂ X, (Yv )vE[r,T]a )|d7“( TAS WS’)T
TNS

1
< CmE}'S/ [’WT/\S - WS/IQ} : <CpVs—s =0 sls.
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Here, we have used the fact that |f,,| is essentially bounded for each m (see Lemma 4.2).
The first term gives the estimate with some constant C' independent of m such that

1 1
‘E]:S/ [mum(saXs)(W’r/\s - Ws’)—r} ’ = ’E]:S/ [m (um(s,Xs) - um(saXs/))(WT/\s - Ws’)T} ‘

1 - 1
< -Ex, |[um(s, Xs) — um(s, X5/)|2} : (by Cauchy-Schwartz)
s§— S L
C [ 2p 2 % .
< =B, | (14 XV X)X = X (by (4.6) with a = 1)
< &, (14 X%+ | X, — X)X, — Xsfﬂé (by [z V ]yl < e —yl+1]y))  (5.2)
Vs—s L

C
Vs —g
<COA+|XgMP)  as.

<

{(1 + |Xs”p)E]:s/ UXS - Xs’|2]% + E}'S/ [|Xs - Xs"2(1+p)] %}

where, in the last inequality, we have used a conditional version of Lemma 4.1(b) with the
initial value Xy . Thus we have dP ® dt-a.e.

|27 < C(1+ [ Xo|F7)

with C = C(p, K¢, K, K., A) uniformly in m. It is known from the proof of Theorem 4.1 that
Z™ — Z dP ® dt-a.e. under an appropriate subsequence, and hence the first claim follows.
The joint continuity of u implies Y,_ = lim,45 u(r, X;) = u(s, Xs—) and hence

/ (o) Pr(de) = / (s, Xae +7/(5, Xa_, €)) — u(s, Xoo) Po(de)
E E
< O [ (141X P+ (s, X, ) (s, X )Pl
E
< O+ X, 2040 / ePu(de) < C(1 + | X, PO+ |
E

which proves the second claim. O

6 A non-Markovian setting

6.1 Existence

In order to obtain the existence result in a non-Markovian setting, we need an additional
so-called Ar-condition on the driver, which is rather restrictive but plays a crucial role in
almost every existing work on quadratic growth BSDEs with jumps.

Assumption 6.1. For each M > 0, for every g € D[0,T], y € R, z € R4 ) o/ € L2(E,v)
with supyeqo,r) |9ol, [Y]; 1YL ), |[¥|[Ley < M there exists a P ® E-measurable process

Y200 M gy cp, that, dP ® dt-a.e.,

f(ta ((]v)ve[t,T]a Y, %, d}) - f(t7 (CIU)ve[t,Tb% 2y wl) < / F%y,'z’w’w/’M(e) (1/}(6) - @ZJ’(@))V(CZ@)

E

with C, (1 A |e]) < Fg’y’z’w’wl’M(e) < C2,(1 Ale|) with two M dependent constants satisfying
C}W > —1 and CJQW > 0.
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We introduce a regularized ABSDE with some positive constant m > 0:
T
V= et [ B b (e, Y 20
t
T T
- [ zpaw. - [ [ ur@ntarnde), e 0.7 (61)
t t JE

with the definition fm (ta (qv)UE[t,T] Y5 %5 ?l)) = f(t7 (SOWL(qU))’UG[t,T] Y Ys %, ¢) for every (wa ta q,Y,%, w) €
Q x [0,T] x D[0,T] x R x R x L2(E,v). ¢, is the truncation function used previously.

Lemma 6.1. If the driver f satisfies Assumptions 3.1, 8.2 and 6.1, then the driver f,,
defined above also satisfies the same conditions uniformly in m. Moreover, if there exists a
bounded solution (Y™, Z™ ™) € S x H? x J? to the ABSDE (6.1), then it is unique and
00 2 2 ; m m m ;
belongs to S™° x Hy 0 X J5a0 with the norms ||[Y™|se, || Z H]H%Mo’ I HJQBMO < C with

some constant C' depending only on A = (||¢|]so, ||||s>, 9, 8,7, T).

Proof. The first claim is obvious. The second claim follows from Lemmas 3.1, 3.2 and Corol-
lary 3.1. O

Theorem 6.1. Under Assumptions 3.1, 3.2 and 6.1, there exists a unique solution (Y, Z 1)) €
S*® x H% 0 X 35,0 to the ABSDE (3.1).

Proof. Uniqueness follows from Corollary 3.1. Notice that it suffices to prove the existence
of solution (Y™, Z™,¢™) € S* x H%,,6 X J%,,0 of (6.1) for each m. In fact, by choosing
m bigger than the bound given in Lemma 3.2, one sees (Y, Z™, ™) actually provides the
solution for (3.1). Let fix such an m in the remainder.

Let us put Y™9 = 0 and define a sequence of BSDEs with n € N such that

T
Yo gy / Ex o (o (V") cppizy, Y, Z00 ) dir
t
T T
- / ZmrQw, — / / D i(dr, de), t € [0,T] . (6.2)
t t E

The driver for the BSDE (6.2) can be seen as f (r,y, z, 1) := Ex, f(r, (K)m’”_l)ve[nﬂ, Y, 2,1).

By replacing [, by I, + dm, one sees the data (&, fm) satisfy Assumptions 3.1, 3.2 and
4.1 in [16] for non-anticipated quadratic-exponential growth BSDEs. Therefore, Theorem
4.1 [16] implies that there exists a (unique) solution (Y, Zmm m™n) € §%° x H%,,,H ¥
JQBMO for each n > 1. Furthermore, as a special case of the universal bounds, one sees
Y™ g, |27z ] < C with € = C(|Iel ooy [l]ls + m, 8,7, T).

Let denote dY™" := Y™n — Y™n=l  Replacing I, by I, + ém, then putting § = 0,
and considering the drivers f!(r,y,z,9) = fm(r, Y2 )oeprr) ¥, 2,0),  f2(r,y,2,) =
Jm(r, (K,m’"fl)ve[nﬂ,y,z,@b), one sees that (f%)?_; satisfy Assumptions 3.1 and 3.2. Thus
one can apply the stability results in Proposition 3.1 to the BSDE (6.2). In particular, by
(3.8), one has for any p > 2¢, and 0 < h < T,

T
B[ s (8] < CE[( [ Bl (0 ey, €1
te[T—h,T)] _h

~fm(r (}@m’nﬂ)ve[nT]v@T’"H)W)p} SChPE[ sup |<5th’”!p}
te[T—h,T)
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with some constant C' = C(p, K., ||¢]|c0, ||l||sc + dm, 8,7,T). By choosing h small enough
so that Ch? < 1, it becomes a strict contraction and thus (Y,"",v € [T — h,T]),>1 forms a
Cauchy sequence in SP[T" — h, T1.

By extracting an appropriate subsequence (n/) C (n), one has |[6Y™"||ge r—ha)] — 0
as n’ — oco. Applying Ito formula to (6Ym’"/)2 and repeating the same procedures used in
last part of the proof in Theorem 4.1, one can show that (Y™, Z™, ™) € (S® x H%,,o ¥
JzBMO)[T—h,T]7 (ymn' | gmn’ qymn’y o (ym o gzm 6m) i the corresponding norm, and that
(Y, Z 08 pepr—n,r) solves the ABSDE (6.1) for the period [T' — h, T)].?

Now, let us replace (Y%, Z" o)™ oy by (Y™, Z™ ™) for (w,s) € Q@ x [T — h,T] in
(6.2). Then for t <T — h, we have

T—h
VO =Yk [ B b (5 ey Y 2 0
t

T—h T—h
_ / Zmnamw, — / / G (eji(dr, de).
t t E

An application of Proposition 3.1 with the data (Y;7,, f1), (Y2, f?) yields,

T—h

E|  sup |5Ym’"+1|1’] < CE[( /
te[T—2h,T—h] T—2h

Er, |5f(r)]dr)’|

< ChPIE{ sup |6th’”|7’]:ChP}E[ sup [0y P
te[T—2h,T] te[T—2h,T—h|

where the fact Y;™"" =Y/, s € [T — h,T] is used in the 2nd line. Thus one can extend the
solution to the period [T'— 2h, T — h] by the same procedures used in the previous step. Since
coefficient C' can be taken independently of the specific period, the whole period [0,7] can
be covered by a finite number of partitions. Notice here that, as one can see from the proof
of Proposition 3.1, the coefficient C' depends on the essential supremum of the terminal value
[|€]]oc only through the local Lipschitz constant Kj; and the universal bounds controlling M
as well as the coefficients of the reverse Holder inequality. Hence the appearance of the new
terminal value Y ; does not change the size of the coefficient C'. This finishes the proof for
the existence of a bounded solution to (6.1) for each m. O

6.2 Comparison principle

For completeness, we give a sufficient condition for the comparison principle to hold for our
ABSDE in the rest of this section. In non-anticipated settings, i.e. when there is no future
path-dependence of (Y, )UE[O 7] in the driver f, it is known that the comparison principle holds
for quadratic-exponential growth BSDEs in the presence of Ar-condition (See, Lemma D.1.).
For the current anticipated setting, we need an additional assumption same as the one used
in Theorem 5.1 of [32]. Consider the two ABSDEs with i € {1,2},

wzm/tTEﬁfz( (Vi )oepay, Vi 2 w)dr/t Ziaw, - //w A(dr, de)

for t € [0, 7.
Theorem 6.2. Suppose the data (&, fi)i1<i<2 satisfy Assumptions 3.1, 3.2 and 6.1. Moreover,
f2 i increasing in (qU)UE[O,T]f i.e. f2(ra (Q’U)’UG[T,T]ayv 2y w) < f2(r7 (q;)UG[T,T}7y7 2, 1/}) fOT’ every

®Thanks to the uniqueness of the solution of (6.1), the same arguments used in Remark 4.3 guarantee that
the above convergence actually occurs in the entire sequence (n).
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(r,y,2,9) € [0,T] x R x R4 x L2(E,v) and q,¢' € D[0,T)], if ¢ < ¢, Yv € [r,T]. If
gl < 52 a.s. and fl(rv (Q’U)UE[T,T]vyaZ?w) < fg(’f’, (qv)ve[r,Tby?va) dP @ dr-a.e. fOT every
(q,y,2,7) € D[0,T] x R x R x L2(E,v), then V! < Y2Vt € [0,T)] a.s.

Proof. Firstly, let us regularize the driver fa by f} defined as, for every (r,q,y, z,),

fé(rv (qv)TG[t,T]a Y, =, 1/]) = f2 (T, (wm(qv))UG[T,T} ' Y5 2 ¢) (63)

with some truncation level m satisfying m > (||[Y!||s~ V ||Y?||s=). Consider a sequence of
non-anticipated BSDEs with n € N by

T
V= o [ En S (0 e VRO 2 ) b

_/t Z2qW, — / /1p f(dr,de), te€0,T] (6.4)

under the condition Y?% = Y'!. By the proof of Theorem 6.1, there exists h > 0 such that
(Y2 Z2n g2y — (Y2, Z2,4?) in S® x HE,,0 X J%,,0 as n — oo for the period [T — h, T).
Note that the constraint ¢,,(-) becomes passive at least for large enough n.

Firstly, let us focus on the period [T'—h, T]. Set fi(r,y, z,v¥) = Ex, f1(r, (Y, )ve[r T Y %, )

and fo(r,y,2,%) = Ez f3(r, Y uep 11, ¥ 2 %) = Ex fo(r, (V) wepr) vs 2, %).  Applying
Lemma D.1, one obtains Y,! = Ytz,o < Yf’l Vt € [T —h,T] a.s. Then using the new definition

fi(ryy,2,0) = Bz, f3(r, (V) ey, v, 2, 0),
f2(7a7 Y, =, 1/1) - E]:rfé(rv (K}Zl)ve[r,T]a Y, =, w)a

and the hypothesis that the driver is increasing in ¢ € D[0, 7], Lemma D.1 yields Y
Y22Vt € [T—h,T] a.s. By repeating the same arguments, one sees Y} < v>"~! <y " Vt €
[T — h,T) as. for every n € N. Since Y?" converges to Y2 in S®[T — h T] one concludes
Y < Yt2 Vte [T —h,T] as.

Let us now replace Ytz’n by Y2 for all t € [T — h,T] in (6.4), and consider a sequence of
non-anticipated BSDEs n € N

T—h
Y = Yz%—h+/ Ez, f5(r, (V2" Doepr), Y2, 20" 02" ) dr

_/tT hZ2ndW /T h/qp w(dr, de)

Y, te[0,T —h)
Y2, te [T —h,T]
2h, T — h]. By the result of the previous step, one has Y;! < Y2 Ovt e [T —2h,T] a.s. Now, let
usset f1(r,y, 2,9) = Ex, fi(r, (V) oeprr) v 2. 8), Fo(r,y, 2,0) = Ex, f5(r, (V5 )uepry v 20 0),
where the latter is equal to E£, fa(r, ( UQ’O)UE[T’T} .Y, z,%). By applying Lemma D.1 to the data
(Y- h,fl) (YA h,fg) one obtains Y;! < Y*' Vt € [T — 2h,T — h] a.s. Since ¥, = Y2
for t € [T — h,T], one concludes Y} < v;*? < y»! Vt € [T — 2h,T] as. Similarly,
applying Lemma D.1 with fi(r,9,2 %) = Ex fo(r (V2" D) seprrys 02 ) Folryt 2018) =
Ex, f}(r, (Yo" )UG[T’T],y,z,z/J) yields V,*" 1 < V2™ Vit € [T —2h,T) a.s. for every n > 2. As
in the previous step, the proof of Theorem 6.1 implies Y2™ — Y2 in S*®[T' —2h, T — h]. Since

with the initial condition Y;*° = { for the next short period t € [T —
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Y2™ = Y2 for t € [T — h,T] by construction, one actually has Y2" — Y2 in S®[T — 2h,T.
It follows that Y;! < Y2 Vt € [T — 2h,T] a.s. Repeating the same procedures finite number
of times, one obtains the desired result. O

A Some preliminary results

Let us remind some important properties of BMO-martingales. For our purpose, it is enough

to focus on continuous ones. When Z € HQBMO’ M = fo Z.dW, is a continuous BMO-
martingale with ||M||pymo = HZHHQBMO.

Lemma A.1 (reverse Holder inequality). Let M be a continuous BMO-martingale. Then,
Doléans-Dade exponential (£(M),t € [0,T]) is a uniformly integrable martingale, and for
every stopping time T € T, there exists some v > 1 such that E[Ep(M)"|F;] < CE(M)"
with some positive constant C' = C(r,||M||pymo)-

Proof. See Kazamaki (1979) [19], and also Remark 3.1 of Kazamaki (1994) [20]. O

Lemma A.2. Let M be a square integrable continuous martingale and M = (M) - M.
Then, M € BMO(P) if and only if M € BMO(Q) with dQ/dP = Ep(M). Furthermore,
[|M||garo(q) is determined by some function of ||M||garom) and vice versa.

Proof. See Theorem 3.3 and Theorem 2.4 in [20]. O

Remark A.1. For continuous martingales, Theorem 3.1 [20] also tells that there exists some
decreasing function ®(r) with ®(1+) = co and ®(o0) = 0 such that if ||M||grpop) satisfies
[[M||grom@) < ®(r) then E(M) satisfies the reverse Hélder inequality with power r. This
implies together with Lemma A.2, one can take a common positive constant ¥ satisfying
1 < 7 < r* such that both of the E(M) and E(M) satisfy the reverse Hoélder inequality with
power T under the respective probability measure P and Q. Furthermore, the upper bound r*
is determined only by ||M||gyow) (or equivalently by ||M||grro))-

Let us also remind the following result.

Lemma A.3. (Chapter 1, Section 9, Lemma 6 [24]) For any ¥ € JP with p > 2, there exists
some constant C' = C(p) such that

EK/OT/E|\IIT(6)\21/(de)dT)g] gCE[(/OT/Eyqfr(e)m(dr,de)ﬂ .

Lemma A.4. (Lemma 5-1 of Bichteler, Gravereaux and Jacod (1987) [5]) Let n: R — R be
defined by n(e) = 1 A |e|. Then, for ¥p > 2, there exists a constant §, depending on p,T,n,k
such that

E

t T
sup )/ / U(s,e)ﬁ(ds,de)‘p < 5p/ E|L,|Pds
tejo,r)'Jo JE 0

if U is an R™*_yalued P & &-measurable function on Q x [0,T] x E and L is a predictable
process satisfying |U'(w, s,e)| < Ls(w)n(e) for each column 1 <i < k.

B Technical details omitted in the main text

In the main text, we have omitted some technical details in order not to interrupt the main
story. In this section, let us give the omitted details for completeness.
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B.1 Details of the proof of Lemma 3.1

By assumption, we have Y € S*. Since |[¢)||jc < 2||Y|[|se, ¢ is bounded. Ito formula applied
to €2 yields, for any F-stopping time 7 € 76T,

T T
Ex, [/ 627Y5272|Zs|2ds+/ / e27Ys (e¥s(e) 1)21/(de)d5]
T T E

T

—Er, {Y g2y [ (B (s Vet Yo Zer) — jfyws(e))u(de))ds]

T E

T

<Er {eWT — MYy 27/ e2Ys (zs + 6|V oz + BIYs| + g\zﬁ)ds}

where structure condition in Assumption 3.1 was used in the third line. Then it yields
T T
Ex, [/ e2Yer? 7,2 ds —l—/ / e27¥s (e1vs(e) 1)2u(de)ds}
T T E

< MYl 4 27627|\Y”S°°T<||l|]soo +(B+ 5)I\Y!|soo)~

Since e~ Y llsee < o£29Y < oY llgoe

T T
Ex. [ / V2| Z|?ds + / / (e7¥s(e) — 1)2I/(de)d5]
T T E

< IVl oy o (e + (84 B)[IY s ).

In particular, this leads to the desired bound on ||Z HIQHIQ :
BMO

Repeating the same calculation on e~27Y¢, one obtains the next estimate:

T T
Ex, [/ SV ARE +/ /(e_ws(e) — 1)2u(de)ds}
T T E

< e4’Y||Y||s‘><>o +2,Y€4’Y||Y||SOOT(HZHSOO +(6+(5)HY|’SOO>

Noticing the fact that (e —1)2 + (e~% — 1)2 > 22, Vx € R, one obtains

, el
W1, < = (2+ 9T (llls + (B + DIV Ils) )

Finally, the relation
2 2 2 2 2
0l <113 +119lBe < 19113 + 4113

proves the desired estimate on Hwﬂjz .
BMO
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B.2 Derivation of (3.4)
Using (3.3), one gets

dPt = Pt_’yd(eﬁth/ﬂ +/ /37‘([ —|—(5E]~‘ sup |Y ’)d?“) +Pt |66tslgn(m)zt| dt
0 ve(r,T)

[ (OO - 1 i (Y Jun(e)) el de)
=P /E<ewem(lYt—+1/Jt(e)lYt—l) _1_ ’yeﬁtsign(Y}_)wt(eDu(dt,de)
2
+Pt%|eﬁtsign(Yt)Zt|2dt + Py {eﬁtsign(lﬁ)thWt + /E ePlsign(Y,_ ) (e)fi(dt, de)
- /Ej7 (eﬁtsign(}ﬁ)@bt(e))u(de)dt — %|eﬂtsign(Yt)Zt|2dt + dC’t} .
Separating the terms contained in dC’ (3.5) and canceling | Z|?-term, one obtains
P, — P, {vdct N /E (7 =) _ g sentvioyine)) de)}
+B_AKWJM@”LW“”—1—7J%%MK—WM@)WﬁJ@
srn { Pz + [ vyt de) - [ g (¢ sign(iyuo)viae )

Notice that the terms inside a parenthesis in the second line are equal to vj (e”'sign(Y;— )¢y (e)),
which then yields

dP; = P,_dC| + Pt_/ Vi (eﬁtsign(}/}_)l/}t(e))ﬁ(dt, de)
E
+P {fyeﬁtsign(}/})thWt + / vePlsign (Y, )by (e)fi(dt, de)} .
E
Using the definition of j,(-), one obtains the desired expression (3.4).

B.3 The proof for Lemma 4.1

The existence of unique solution X** € S, Vp > 2 and V(t,z) € [0,T] x R" is well known for
the Lipschitz SDEs with jumps. Hence, we only provide a proof for the relevant continuities
below.

(a) For any s € [t,T] and p > 2, the BDG inequality yields

ya
2

E[|X57|P] < CE{|;E|F / Ib(r, X57) |dr / o (r, X5))| dr)

//\fertx |u(d7’de))}

Since for each 1 < i < k, we have |yi(r, X" )| < K(1 4 |X""|)n(e) by Assumption 4.1 (ii)
and (iii). By Lemma A.4 and the Lipschitz continuity yields,

+ sup
u€lt,s)

E[ X" < C(L+ ) + C/ E[| X7 Pldr
t
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and hence the Gronwall inequality gives supgcp 1) E[|X%"|P] < C(1 + |z[P). Noticing the fact
that X5* =z for s < t and applying BDG inequality once again, one obtains

E [ sup |Xb*
s€[0,T7

] <CA+|zP) .

(b) Let us assume t < s < u < s+ h. The case with s < t can be done similarly by using
X5% = g for s < t. Since

Xt - xte = [Cotnxiyars [ (X”ﬂv+//‘ r XE0)ildr, de) .

Using the BDG inequality, Lemma A.4 and the result (a), one obtains

E[ sup yxgw_xgﬂp} < C’(l—HE[Sup |Xﬁ’x|p|Dh
u€|[s,s+h] re(t,T]

< CA+|z[P)h

which gives the desired result.
(¢) Without loss of generality, we assume 0 < ¢ <t <T. We separate the problem into the
three cases with respect to the range of s. Firstly, we clearly have

E sup |X1% — XU7' P < |z — 2P
0<s<t!

Secondly, let us consider

t,x t'x'\p _ t'x'\p
E sup [ X — X" |P=E sup |z — X"
t'<s<t t'<s<t

< CE sup (|az' — XU 4z — :U’|p>
t'<s<t

<C(lz—a'P+ 1+ [Pt —t))

where, in the last inequality, we have used the result (b).
Finally, we consider the case s > t. Note that

Xt = x / b(r, X} )dr + / o(r, XU AW, + / / (r, X727, e)fi(dr, de)
t
and hence

' / '’ /
X XU = g -2 — (X, —2)
S

" / b, X157 — b(r, XU dr + / o (r, X5%) — o(r, XU%'Y]dW,

+ // (r, X" e 'y(r,X:/_’x,,e)]ﬁ(dr,de).
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Applying BDG inequality and Lemma A.4, one obtains

E[ sup | XbT — X;’vx’|p] < CE{|m P | X PP
s€[t,T]

4 t,x t' 4 T t,x t'x'\ |12
() 1btr, 207 = b XElar )" ([l X57) = ol X7 Par)

T
+ / Xt — xt |pdr}
t

<C(lz—2'|P + 1+ 2P|t =) +0/ sup | X5 — Xﬁl’x/\p]dr
s€[r,T]

p/2

where, in the last inequality, the result (b) was used.
Using the backward Gronwall inequality, one obtains

]E[ sup |X§7x—X§'7””'|p] < C(lz—a'P 4 (1 + [/ |P)[t — t']).
s€t,T]

Adding the above three cases and flipping the role of ¢,t, one obtains in general

E| sup | X4 = XI''P) < C(Jw = 'l + (L4 (Jal v /)7l — 1) -
s€[0,T7

C Existence and uniqueness results for Lipschitz case

Anticipated BSDEs under the global Lipschitz condition have been studied by many authors.
Our setup is a bit different from the standard one, in particular at the terminal condition
and also at the point where the continuity of the driver is defined with respect to the uniform
norm of the path rather than IL2[0, T]-norm. For readers’ convenience, we provide a proof
under our particular setup. It is restricted to the simplest form relevant for our purpose.
One can readily generalize it to multi-dimensional setups with the future (Z,)-dependence
(See [28] among others.).
Let us consider the ABSDE for ¢ € [0, 7]

T
Yt=§+/t Er f(r (Y, >Ue[m,m,z¢,wr)dr—/t Z,dW, — //w fi(dr, de) (C.1)

where f: Qx [0,T] xD[0,7] x R x R'*¢ x L2(E,v) — R and £ is an Fp-measurable random
variable.

Assumption C.1. (i) The driver f is a map such that for every (y,z, 1) € R x R*4 x
L2(E,v) and any cadlag F-adapted process (Yy)velo,1), the process (E]-‘tf(t, (Yo)vept,1)p ¥s 2,9),t €
[0,7) is progressively measurable.

(ii) For every (q,y,2,v),(¢,y,2,¢") € D[0,T] x R x R x L2(E,v), there exists some
positive constant K such that

‘f( qv ve[t,T) Y5 % 77/}) f( (q;)ve[t,T]vylazlvw,”

< K( sup lgv—all +ly— o/ + |z — 2+ 1[0~ ]|z
velt,T]

dP ® dt-a.e. (w,t) € Qx[0,T].
2
(iii) E[|§]2+ (f(;[|f(r,0,0,0,0)|dr> } < .
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Proposition C.1. Under Assumption C.1, there exists a unique solution (Y, Z,1) € S? x
H? x J? to the ABSDE (C.1).

Proof. We prove the claim by constructing a strictly contracting map ® : K2[0,7] 3 (Y*, ZF ¢F) s
O(YE, ZE k) = (YE+HL ZEF1 gk+1) € K20, T] defined by

T
Yl =gt / Ex. f(r, (V) oep), Y, 25, 08 dr — / 2 qw, — / / SE N (e)R(dr, de)
t t

with k& € Ng and (Y°, 2% 4%) = (0,0, 0). It is easy to see that the map is well-defined. Let
6yk+1 Yk+1 Yk 6zk+1 Zk+1 Zk‘ 5wk+1 warl wk @k (Yk Zk w )
We consider the norm || - || K3 equivalent to || - ||z defined with some § > 0
4 2 T 2
107, 2,9, =E[ sup_ 7Y, ] + / 57, dr+E/ 164 g i
r€[0,T) 0 0

Applying Tto formula to €2%*|§Y;**1|2 one obtains for any ¢ € [0, T
T T
MYy [Tz P [ [ el ) Putar, de)
t t JE

T
= / e (28Y B, [f, (Vo) OF) = £y (VE ey, O671)] = 281071 ) dr
t

T T
— / e?Prosy szl aw, — / / e2PrasY syt (e)i(dr, de) (C.2)
t E

t

For any € > 0, one has

20V, B g, [£(r, (V) wepr), OF) — F(r, (V) uepr), ©671)] — 280Y,FH?

< 2KV (2B 5, [0Vl ] + 28] + 169 I12s) ) — 28107741

6K
< (7o

=~ 28) 0V 2 1 (B [|16Y 12 ] + 162 + 10wFIi22,)) -
Thus, choosing 3 = 3(e) = 3K2 /e and taking expectation with ¢t = 0 yields
1o 25| +[le* 61| < (Tl oY | + 113624 B + e outR) . (C3)

Next, let us apply the BDG inequality (Theorem 48 in IV.4. of [33]) to (C.2). Then there
exists some constant C' such that

E[lle® sV i 21] < e(Tlle? oY |1 + lle?02* |3 + e 0v* %)

T 1
+CE[(/ yeﬁTéYk+1|2|eBr5Zk+1|2d> }—i—CE / /|€6T5Y}k+1|2|€5T5¢f+1(e)|2u(dr,de))2}
0 JE

b

1
< (Tl 8YH 3 + 11673624 B + [l 5u*|% ) + SE[lle”

(117625 | + 1o 50 )
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Thus, with some constant C' (which is independent of ¢, 3),
1785122 < 2¢(T[e 0¥ ¥ Za-+11e”8 2% Fratle® 50| B ) +C (116 624 ot le” 5y 32)
Combining with (C.3), one obtains

"(5Yk+1752k+176wk+1)”2lc2 < 6(C+3)(T\/1)“(5Yk,5zk,(swk H’C2
B(e) B(e)

and hence by choosing e so that e(C' + 3)(T' V 1) < 1 (and S(e) accordingly) makes the map

® strict contraction with respect to the norm 2 By This proves the existence as well as the

uniqueness. O

D Comparison principle for non-anticipated settings

Consider the two BSDEs with ¢ = {1, 2},

Ytizﬁi—k/tsz (r,Y? Z1, zpr)dr—/t ZL AW, — / /zpr fi(dr, de) (D.1)

for t € [0,T7.

Lemma D.1. Suppose (&, ﬁ)lgisg satisfy Assumptions 3.1, 3.2 and 4.1 of [16], which cor-
respond to Assumptions 3.1, 3.2 and 6.1 of the current paper without the Y's future path
dependence, respectively. If & < & a.s. and fi(r,y,z,¢) < fa(r,y,z,7¢) dP & dr-a.e. for
every (y,z,7) € R x R4 x L2(E,v), then Y;' < Y2Vt € [0,T)] a.s.

Proof. One can prove it in the same way as Theorem 2.5 of [35]. By Theorem 4.1 [16],
there exists a unique solution (Y, Z%,1")1<i<2 € S® x H%,,5 X J%,,0 to the BSDEs (D.1)
satisfying the universal bounds. Let us put JY := =Y' Y% 67 := 7" 72, 6 = ' —
2, 5f ( ) = ( f1 fg)(r YL, ZL L), We also introduce the two progressively measurable

processes (ar)rejo,7]> (br )re[o,T] given by

L f2(7‘7}/r1727}’¢7})_fQ(T7YV7'27Z71'5w7})1 b — f2(T7}/r2’Z}71/}%)_fQ(h}/q?’Zz’d)%)l 5zT
L (5Y,’,, 6Yr¢07 T |6ZT‘2 6Z7‘7£0 T

Note that a € S* and b € ]HIQB mo due to the universal bounds and the local Lipschitz
continuity. By Assumption 4.1 of [16], which is the Ap-condition, there exists a P ® &-
measurable process I' such that

5Y, < o6+ / T((sf(r)—i—ar(SYr—}-err—#— /E Fr(e)éwr(e)u(de)>dr

t

_/t 52, dW, — / /51/% fi(dr, de) (D.2)

satisfying C1(1Ae|) < |I'(e)| < C2(1A]e|) with some constant C; > —1 and Cy > 0. Here the
fact that Y € S, ¢ € J> was used. Since M := [ bl dW, + [, [, Tr(e)i(dr, de) is a BMO-

martingale with jump size strictly bigger than —1, one can define an equlvalent measure Q

by dQ/dP = Ep(M). Thus one obtains from (D.2)

T ~
8Y; < E% [eRt»mg + / elitrg f(r)dr}

t
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with R s := fts a,dr. This proves the claim. O
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