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On an Asymptotic Expansion of Forward-Backward SDEs
with a Perturbed Driver

Akihiko Takahashi* and Toshihiro Yamadal
October 16, 2013

Abstract

This paper presents a mathematical validity for an asymptotic expansion scheme of the solutions to the forward-
backward stochastic differential equations (FBSDEs) in terms of a perturbed driver in the BSDE and a small
diffusion in the FSDE. This computational scheme was proposed by Fujii and Takahashi (2012a), which has been
successfully employed to solve the derivatives and optimal portfolio problems in Fujii and Takahashi (2012b,c) and
Fujii et al. (2012). In particular, we represent the coefficients up to an arbitrary order expansion of the BSDE by the
solution to a system of the associated BSDEs with the FSDE, and obtain the error estimate of the expansion with
respect to the driver perturbation. Accordingly, we show a concrete representation for each expansion coefficient
of the volatility component, that is the martingale integrand in the BSDE. Then, we apply our proposed FSDE
expansion formula with its precise error estimate to the BSDE expansion coefficients to finally obtain the total
residual estimate.

Keywords: Forward-Backward SDEs, Asymptotic expansion, Malliavin calculus, Kusuoka-Stroock functions

1 Introduction

This paper investigates the mathematical foundation for an asymptotic expansion scheme of the forward-backward
SDEs (FBSDEs) with a perturbed driver proposed by Fujii and Takahashi (2012a). In particular, we concentrate
on to provide a mathematical validity for the decoupled case of the scheme, which is explained to the detail in their
paper.

The FBSDEs has become quite popular in finance community since El Karoui et al. (1997), especially after
the recent financial crises and the subsequent quite volatile markets, which leads us to recognize the importance of
counter party risk management, particularly the credit value adjustments (CVA).

However, an explicit solution for a FBSDE has been known only for a simple linear or quadratic example.
Although several techniques have been proposed in the last decade, they seem very limited in practical applications
since they rely on numerical methods for non-linear PDEs or regression based Monte Carlo simulations, which
are generally very difficult to implement or quite time-consuming especially for high-dimensional and long-horizon
problems.

Recently, Fujii and Takahashi (2012a) has developed a simple analytical approximation scheme for the nonlinear
FBSDEs. They have introduced a perturbation parameter to the driver of a BSDE to expand recursively the non-
linear terms around a relevant linear FBSDE. In the computation of each order, we explicitly represent the backward
elements as the functions of the forward components and take those expectations. Hence, except the cases that
the distributions of the forward process are explicitly known, we apply some approximations of the distributions
such as an asymptotic expansion technique, which is widely applied to the analytical approximations for pricing
European contingent claims and computing optimal portfolios.(For example, see Fujii and Takahashi (2012a,b),
Takahashi and Yamada (2012, 2013) and references therein for the details.)

They also provided two numerical examples, where the second-order analytic approximations work quite well
compared to numerical techniques such as the finite difference method and the regression-based Monte Carlo
simulation.

Moreover, their subsequent work (Fujii and Takahashi (2012b)) has applied this scheme to the optimal portfolio
problem in an incomplete market with stochastic volatility, and demonstrated the accurate approximations even for
long maturities such as 10 years, as opposed to the regression based Monte Carlo simulation that works well only
up to short maturities such as one year. We also note that the method has the great advantage of deriving explicit
expressions of the optimal portfolios and hedging strategies, that is very important in practice. Further, we can use
the method for the general multi-dimensional cases, which is not true of the well-know Cole-Hopf transformation.
As for the recent development of this scheme with interacting particle method, see Fujii and Takahashi (2012¢) and
Fujii et al. (2013).
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In a different stream, Takahashi and Yamada (2012) has proposed a new closed-form approximation for the
solutions of FBSDEs. In particular, applying Malliavin calculus approach of Kusuoka (2003) and Takahashi and
Yamada (2012,2013) to the forward SDEs with the Picard-iteration scheme for the BSDEs, they have obtained an
error estimate for the approximation. Moreover, they have demonstrated the effectiveness of the method through
numerical examples for pricing options with counter party risk under the local and stochastic volatility models,
where the credit value adjustment (CVA) is taken into account.

This paper provides a mathematical foundation for the original scheme in the decoupled case proposed in Fujii
and Takahashi (2012a). (The justification for the coupled case will be one of our next research topics.) It mainly
consists of two parts. That is, for the BSDE expansion with a perturbed driver we obtain the coefficients up to
an arbitrary order as the solution to a system of the associated BSDEs with the base FSDE, and present the
error estimate of the expansion. Accordingly, we show a concrete representation for each expansion coefficient of
the volatility component, that is the martingale integrand in the BSDE. For the FSDE expansion, we derive an
expansion formula with its sharp error estimate for the expectation of the solution to the base FSDE in terms
of a small diffusion. Then, we combine the both results, particularly applying our FSDE expansion formula to
the BSDE expansion coefficients to obtain our main result, that is an asymptotic expansion of FBSDEs with a
perturbed driver. In the proofs, we effectively apply the representation results in Ma and Zhang (2002) for the
BSDE expansion and the properties of the Kusuoka-Stroock functions in Kusuoka (2003) for the FSDE expansion.

The organization of the paper is as follows: after the next section describes the basic setup, Section 3 provides
the result for the expansion of the BSDE with respect to a perturbation parameter in the driver. Section 4 shows
an expansion for the FSDE in terms of a small diffusion, which is combined with the asymptotic expansion for the
BSDE in Section 3 to present our main result in Section 5.

2 FBSDE

Let (2, F,P) be a complete probability space on which a d-dimensional Brownian motion W is defined. Let
F = {F:} be the natural filtration generated by W, augmented by the P-null sets of F. We first consider the

following d-dimensional forward stochastic differential equation with parameter e, (X¢); with X{ = (X,f"l7 s Xf‘d):
d
dX7' = (EXD)dE e Y oj(t, X)W, i=1,-,d, (1)
j=1

where b: [0,7] x R* = R% 0 :[0,7] x R = R**? and ¢ € (0,1].
Next, we introduce the associated BSDE with a perturbation parameter a € [0, 1] as follows:

T T
Yo = g(X7)+ a/ f(s, X5, Y%, Z8%)ds — / Z&C - dWs, (2)
t t

or equivalently, as the differential form:
dy;Dt,E = f(tv tha y'taysa Zgys)dt + Z?’E - dWr, (3)
Yr© o = 9(X7),

d
i=1

where denote the inner product of z,y € R%, that is -y = Y% 'y’ for (z',---,2%) and y = (y*,---,y?).

Then, it holds that
T
Y,"® = E[g(X7)|F] + «E [/ f(s, X5, Y08, Z8%)ds| Fe | - (4)
t

We also note that when a = 0, Y;>° is the solution to the linear BSDE with o = 0 in (2):
V) = Blg(X7)|F]. (5)

In the following we state the assumptions for the forward-backward SDE in this paper.
Assumption 2.1

1. The coefficients of the forward process, b, o are bounded Borel functions. Moreover, b(t,z) and o(t,z) are
continuous in (t,x) and smooth in x with bounded derivatives of all orders.

2. There exist constants a; > 0, i = 1,2 such that for any vector & in R and any (t,z) € [0,T] x RY,
d
arle® <Y oot 2)6g < asfél’. (6)
i,j=1

3. The driver f : [0,T] x R* x R x R* = R is continuous and bounded. Moreover, f(t,x,y,z) is smooth in
x,y, z with bounded derivatives of all orders.



4. g: R4 = R is smooth with bounded deriwatives of all orders, and |g(0)| < K for a positive constant K.

We consider the FBSDEs (1) and (3) on the subinterval [¢,T] C [0,T] as follows: for s € [t,T],

S d S
X = att / b'(r, Xp " )dr ey / o5 (r, X)W} (7)
t j=1 vt
T T
Yoo = g(XE) +a / Fr, Xpme Y, mee, 2008 dp — / ZpmeT AW, (®)

where the subscript - shows the dependence on the initial data (¢, z).
Then, we recall the following well-known result (for instance, see Corollary 4.1 in El Karoui et al. (1997) or
Theorem 3.1 in Ma and Zhang (2002).): Define u®*(t,z) as

T
ua,E(t7m) .= Ytt,:c,a,s —E l:g(X;,x,s) + Oé/ f(ry Xﬁ,:c,fs,YTNt,x,a,a’Z:,x,a,s)dr:| . (9)
t

Then, we have
Opu™c(t, x)o(t, x) = ZP™ ™", (10)

We also define 0,u®%c : [0,7] x R? 3 (t,z) — dpu™c(t, z)o(t, x).

3 Expansion of BSDE

In this section, we show our result for the expansion of (Y*°, Z%¢) around o = 0. As for the e-expansion around
e = 0, we will discuss it in the following sections.
Firstly, in the case of & = 0 in (8), (Y©®%¢, Z"%:0:¢) becomes the solution to the following linear BSDE:

T
)/tt,z,o,s — g(X;,z,e) _ / Zz,z,(),s . de (11)
t

Then, we also have

u?f(t,z) =Y, and 8,u°(t,x)o(t, ) = Z070F. (12)

3.1 Notations and Basic Result

For the preparation, we list up the notations and a lemma following Ma and Zhang (2002), which will be frequently
used in the next subsection. Firstly, let X denote a generic Banach space, and E(or E1) denote a generic Euclidean
space.

o LO[t,T); X) : for t € [0,T], the space of all measurable functions ¢ : [t, 7] —+ X.

e C([t,T];X): for t € [0,T], the space of all continuous functions ¢ : [t,7] — X; further for any p > 0
|<P|:,’qq = SUPy<s<T el

e C(F,[0,T] x E;E1): the space of all E;-valued, continuous random fields, ¢ : © x [0, 7] x E — E1, such that
for fixed e € E, ¢(, -, ¢) is an F-adapted process.

e WH(E;E;): the space of all measurable functions v : E — Ei, such that for some constant K > 0 it holds
that

[¥(x) = v@W)le, < Kllz —ylle, Vz,y € E.

e LP(G;E): for any sub-o-field G C Fr and 0 < p < oo, the space of all E-valued, G- measurable random
variables £ such that E[|£|"] < oo.
L°°(G; E): for any sub-o-field G C Fr, the space of all E-valued, G- measurable and bounded random variables.

e LP(F,[0,T]; X): for 0 < p < oo, the space of all X-valued, F-adapted processes & such that E [fOT H&H’;{dt} <
00

L>(F,[0,T]; X): the space of all X-valued, F-adapted processes £ uniformly bounded in (¢,w).
Lemma 3.1 (Lemma 2.2. in Ma and Zhang (2002))



1. Suppose thatb € C(F, [0, TIxR% RY)NLO([0, T|; Wh (R4 RY)), 6 € O(F, [0, T xR xR>*)NLO([0, T]; W (R4 R4*?)),
with a common Lipschitz constant K > 0. Suppose also that b(t,0) = 0 and &(¢t,0) = 0 P-a.s. For any
h® € L3(F,[0,T);R?) and h* € L2(F, [0, T); R¥*%), let X be the solution of the following SDE:

Xt:m—l—/ [b(s, Xs) + hy] ds+/ [6(s, Xs) + hy| dWs. (13)

Then, for any p > 2, there exists a constant C' > 0 depending only on p, T and K, such that

BlIX|2] < ¢ {w " [ / (RSP + 517] dt} } , (14)

where ‘X|:7p“ = SUPy<s<T 1 X017

2. Assume thatf € C(F,[0,T] x R x R:R) N LY([0,T]; Wh*°(R x RY)) with a uniform Lipschitz constant
K >0, and f(w,s,0,0) =0 P-a.e. w € Q. For any ¢ € L*(Fr;R) and h € L*(F,[0,T];R), let (Y, Z) be the
adapted solution to the BSDE:

T T
Yt=§+/ [JE(&YS,ZS)-&-hS]ds—/ Zs - dWs. (15)
t t
Then there exists a constant C' > 0 depending only on T and the Lipschitz constant of f, such that

E UT |Zt2dt] < CE [|§|2 +/T |ht|2dt:| . (16)

Moreover, for all p > 2, there exists a constant Cp > 0, such that

T
E[|Y[;7] < GE |l +/ Ihtlpdt} ; (17)
0

where ‘Y|:§?‘ = SUPy<s<T Vs ll”.

Also, in order to estimate the expansion error we define a space as in Takahashi and Yamada (2012). For any
B, 1> 0, let Hg , 1 be the space of functions v : [0,7] x R — R™ such that

T
HUH%{&N‘T :/ /d e?*|u(s, z)|Pe M dads < oco. (18)
o Jr

3.2 Asymptotic Expansion for BSDE and its Representation

Hereafter, we often suppress the subscript € for the notational simplicity. Also we frequently use abbreviated
notations such as Y%, Z¢, u® and d;u%c in stead of Y;"* ¢, ZL®*¢ 4% and d,u™ o, respectively.
Moreover, we use the following notations and the abbreviations especially in the next theorem:

(n) n
Y =X X X & (19)

nB,d(ﬁ) B=1ng€L, g d(ﬁ)e{l,u-,d+1}3
(n) n
1
> o= X X & (20)
nﬁ,d(ﬁ)ﬂ:z B=2ng€Ly, 3dB) e{1,...,d+1}8
B
Lng = ng = (ny,--+,ng); anzn; (n,nk, BEN) 5, (21)
k=1

Zt,ac,a,s _ (Zt,:c,a,sJ’ e Zt,;c,a,e,d) ’ (22)
t ) t,z,0oe,1 t,x,ae,d
8&ZQEBQZ717DLE:(8(¥Z x,a,E ’.._78(12 T,0nE )7

o _ —tx,one | (Yt,w,a,s Zt,ac,a,a)
o =0 = s N

=a,dy — =tx,a,e,dy
= == s

— Ot , t,x,e —t ) t,x, t, > t,x,
63 = @Tz,a 5 = (’f’, sz E’ZT,z,a E) — (’f’, sz E’Yr T, E’Z x a,s) ,

0 (3)f(@0‘) = aiﬁf ( . Et,:c,a,s) _ L‘f ( . Yt,:c,a,s Zt,x,a,e)
d T 8£d1 .. .8£dﬁ ) =T a§d1 . '8§dﬁ sy Ty L s s
(d(ﬂ) = (d1,---,dg) € {1,~~~,d—|—1}ﬁ”32 1)’
@y . 6 t,x,a,e
9, f(Or) = %f ('a'vY; a'),
ay 8f(.7.7.,Zﬁ,w,a,s) af(,7,7,7zﬁ,w,a,e)



Section 2.4 of El Karoui et al. (1997) discuss the first-order differentiation of the function a — (Y%, Z<). In the

. ; . n n
following theorem, we provide a representation of 92 Y. := 88(1" Yh®® and 9 205 = aim Z5%* for any n € N

and derive an asymptotic expansion of (Y%, Z%) with respect to the parameter « around a = 0.
Theorem 3.1 Given the forward SDE (7) and Y*%° in (11), for s € [t,T), the derivatives O1YL™* = 2_yh=

aan
n .
and O ZH%* = aaa—nZé’r'a satisfy:

when n =1,

T T
DaYie = / [F(O2) + 00, F(O2)(0aY,) + aV. £(62) - (9aZ2)) dr — / (0aZ8) - AW, (23)
when n > 2,
T T
onviee = [l +alof@0RYS 4 V. g00) bz ar - [ azzaw.
where
(n—1) (I (n) 5
n L a np—a,d e L anpma,dg
H'(rt,0) = 0l Y Oao fON) [[ o= wamt 37 0y f(O) [] o ora™. (25)
nﬁ,d(ﬁ) k=1 nB’d(ﬁ)ﬁg:Q k=1

Moreover, for any M € N, there exists a constant C(M,T) > 0 such that

2

M 2 M
u®e {uo,s + Zai u?,s} + |6,u*co — {Oxuo’ga + Zai axu?’ea} < a2(M+1>C(M, T),
=1 Hg T =1 Hg T
(26)
where
uO,a (t, SL') _ yvtt,z,U,s —E [g(X;,z,E)] , (27)
douo(t,x) = Z;70° = E[g(Xp™ ) Ng™%] o(t, ), (28)
and
1 T
u?tf—l(tv ZE) = mangly;t,I,a,S'a:O =K |:/ FnJrl(Tv X:Yzys)dr] ’ for n= 07 17 T (29)
: t
1 T
8zu?li10'(t,x) = (TL T 1)!aZ+IZ:,z,a,E|Q=O =F l:[ [Fn_‘—l(rv Xi’z,s)]Nﬁ7z’Edr:| U(tv .'E), fO'I‘ n=0,1,--- (30)

where NE®¢ stands for the Malliavin Delta weight:

1
(r—1)

Here, F™™, n >0, is recursively given by

t,x,e __
N.5° =

/ (XD IV XET AW, (31)
t

Fl(t,z) = f (t,x,uO’E(t, z), 8,u o (t, x)) , forn=0, (32)
(n) 8 1
Frtlit,z) = Z Oam f (t,m,uo’s(t,x),azuo’sa(t,x)) H Fag’“EO’dﬂ forn>1, (33)
ng,d(8) w1 B
where
dou’%o(t,z) = (B.u’ o (t,2)), -+, (Buu’o(t,x))?), (34)
g0 =ghe0e = (uo‘6 (t, ), D, u" o (t, :U)) = (uo’5 (t, ), (Beu’o(t, )", -, (Oeu® o(t, m))d) ,

0,dy,

[y [

=t,@,0,e,dy,

Remark 3.1 In the case of d =1, (23) and (24) is reduced to the following equations:

AOYE) = —[F(OF) +ad, [(O2)(@aY2) + ad. f(OF)(@aZ2)] dr + 0uZEdWy, forn=1,  (35)
d(05YyY) = —[H"(rt,z,a)+a{0,f(07)0.Y,> + 0. f(0;)0nZ:} dr,+05 ZdW,,  for n > 2 (36)
LYy = 0,



where

k—i
(r = kol r(e L Py oY 7
TEARTEND SIS VRN SERURCR) § ERTIERY ) g
j=1 J

k=1 B1+--+Br=n—1,8;>1 i=0 Jj=k—i+1

k—
+ao n'z 3 ZZ' a’“ 9 f Uﬂi oy, H —aBJZ?, (37)

k=2 B1+--+B=n,B; >1 i=0 j=k— z+1

ande.El when i < j.

Fn+l

In addition, , n > 1, is recursively given by

F'(t,z) = f (t z,u”c (t, ), 8Eu0’50'(t x)), forn=0, (38)

Frii(t,a) = Z Z ZZI k— 1)

k=1 pB1+-+Br=n,8;>1 i=0

k—i k
o 1 1
agfza;f (757$U7u(),5(t7 x)ﬁzuoveg(t,x)) H Fu%’;(t,m) H Wazug‘;a(t, z), formn>1.
j=1"7" j=k—it1 7
(39)
Proof.
We only prove the case of d = 1 for the notational simplicity.
Firstly, as in the beginning of this section, (Y'°, Z°) is the solution to linear BSDE:
T
Y = g(X%) — / Z2dw,. (40)
t
We have
u’(t,z) =Y, 0 (41)
and by Theorem 4.2 of Ma-Zhang (2002) with null driver,
Bpul(t, )0 (t,z) = Z1™° 42
t

has the representation (28).

Next, we will apply an induction argument to the the number of the times of the differentiation of (Y%, Z%)
with respect to «, and then will prove the expansion (26). We also remark that we will use a generic constant
C > 0, which is allowed to vary, depending on some constants associated with Assumption 2.1, Lemma 3.1, the
time horizon the number of the times of the differentiation and so on.

e n=1(0d.Y")
In the first place, let us show the case of the first order differentiation with respect to a. For an arbitrary
initial condition (¢,z) € [0,7] x R%, let (Y}"2"%, Z1'2"*);<s<r be the solution to the BSDE, which is obtained
by the formal differentiation of (8) with respect to a:

T
Ylt::’a — / [f(ef,z,a)+aayf( t,z,a)Yt,z,a+aa f( tza)tha]dT

T
- / Zy0 AW, (43)

Applying Proposition 2.4 with its remark in p.29 of El Karoui et al. (1997) or the similar argument as in the
proof of Theorem 3.1 in Ma and Zhang (2002), we can see (Y5, Z]'0'%)<.<r satisfies:

Yt,z,a+h _ Yt,z,a 2
limE| sup [ — Ylty’:’a + sup |Yst’z’a+h — Yst’g”’”‘|2 =0, (44)
h—0 t<s<T h t<s<T
and
T t,x,a+h t, T, 2 T
Z s Ly _ Zv )

lim E / s Zpee| ds +/ |Zometh — szzvaf ds| =o. (45)
h—0 ¢ ¢

. t, t,z, T,
Hence, hereafter we often write Y;"> for 0o Y™ and Z¢ 2 for Do Zbee,
, ,



Next, define
T
ui (t,z) == E [/ [F(©77%) + ady f(O77)Y{,7% + aazf(ei’x’a)Zi:f’a]dr} : (46)
t
and
T
v (¢, x) = éE {/ [F(O77%) + ady f(O17)Y5 + aazf(@f!z‘a)Zf:jf‘a]Nﬁ’zdr} , (47)
¢
where (N5®);<,<r is the Malliavin delta weight given by (31). First, it holds that uf (t,z) = 9. Y;"™°.

Second, since f, 9, f and 9, f are bounded by Assumption 2-1-3., and Lemma 3.1-2. is applied to (43), there
exists C1 such that for all p > 0,

T
E {|Yf@*“ op +/ |Zf:jf’°‘|2dr} < Oy, (48)
t

t,T

which is applied to (46) to obtain |uf(¢,x)| < C for some constant C' for all (¢, ).
Next we consider the solution to the variational equation of the BSDE (?7?):

VY e = /T [B'(r,t,z,0) + ady f(O:7*)VYD 4+ ad. f(O:" )V Zy 7] dr — /T NVZy9tdw,,
’ ’ (49)
where
B'(rt,z,a) = 0. f(OLT)VXET 48, f(OLT*)VY, ™Y 48, f(OL"*)V ZL™ (50)

+ 0oy f(OT)VXTYD + ady2 f(O7T) VYDV EDY + 0y f(O1F)VZp 7Y 0
+ 002 f(O7")VXTZ00 + 0y f(O1T)VY,D T Z00 + 0, f(O1°)V 20" Z1 07

First, note that due to Lemma 3.1, we have for all p > 0,

E [‘vxt,:c’ :P + |VYt,ac,a

*
t, T

:ﬂ < (5 for some constant Cs. (51)
By Theorem 3.1-(iii) in Ma and Zhang (2002) we also know that:

Z0" = Q,u(s, X0 Yo (s, X5, Vs € [t,T], P — a.s. (52)
Thus, we have

Vo Z0" = 02u(s, X2T)VXE"0(s, X2T) + Opu(s, X™)0po (s, X)X Vs € [t,T], P —a.s. (53)

Moreover, by Lemma, 3.4. of Crisan and Delarue (2012), d,u and d2u are bounded. Hence with Assumption
2.1.1 and (51) we obtain for all p > 0,

*,P
t,T

E [|vztvz

} < C3 for some constant C'. (54)

Then, applying Assumption 2.1-.3, (48), (51) and (54), we obtain

T
E |:/ ’Bl(r7t7:c,a)‘2dr
t

Here, for instance, we use the following estimate: as for the last term in B*(r,t, x, @) in (50), by the bound-
edness of 0,2 f(©%") and the Holder inequality with (48) and (54), we have for some constants C and C:

< (4. for some constant Cy (55)

T T
E{ / Iaazzf(®5-’z)VZf»’sz§f’a)2]SOE U |VZﬁ’IZizf*“)|2dr} (56)
t

t

A T A 1/2 T 2 ~
<CE [VZ“” = / IZI’,ZE’“)Fdr] <CE [(IVZ"I ::;%)2] E l( / |Zizf*“)|2dr> 1 <C.
t t

Thus, applying Lemma 3.1 and the similar argument as in the proof of Theorem 3.1 in Ma and Zhang (2002)
to (49), we have

t,x+h, Yt,z,a
—11,s

1,s t,x,«
- - VY

lim F [ sup

h—0 t<s<T

+ sup |YEthe - Yf;jvaf} =0, (57)

t<s<T



T Zt,z+h,a _ Zt,z,oz 2 T )
lim E / LA v ds+/ |zyethe — zpoeTds| =0, (58)
h—0 f h ’ . , s
and
2 T T 2
E [’V)’f’”"’ :’T+/ |V Zyoe er} g/ |B'(r,t,z,0)|" dr < Cu. (59)
’ t t
Next, let
T
o (t,2) = E { / [B'(r,t,x,0) + ady f(Or"*)VY + ad. f(OR ")V Z 7 dr | . (60)
t

Then, by Assumption 2-1-3., (55) and (59), we obtain | (¢, z)| < C.
Moreover, let us show v{ = o = dzuf in the following way.

Firstly, using basic results of Malliavin calculus, we calculate the Malliavin derivatives of f(r, ©.), {Byf(Gﬁ’z)Yf"f’a}
and {azf(efsz)zfgjf*“ :

DAf(r,0,)} = {0:f(Or"")VX"
+0, f (LT *)VY,H "
8. f(OLT )V ZET N VXL ea(r, X7,

D {0, f(O1")Y}

= {D:0,f(O: )Y 7% + 8, (07" ){D- Y}

= [Oay (O )VXLTYDY + 0,0 f(OLT)VY,SDOVITY 40, f(O17 )V Zp Y5
+0, f(O77)VY TN (VXET) eo (T, X77),

D-{0-f(6;") 21"}

= (D0 f(Or )} 217" + 0:-F(O7 ) D+ 277}

= [0e (ORI VXL 210 + 0y f(OLT)VY O 200 + 0.2 f(O1)V 217 217700
+0- (O )V 2T (VXLT)  ea(r, X27).

Then, by applying the integration by parts on the Wiener space, we have
E[B'(r,t,z,a) + ad, (O, ) VY7 + ad. f(O ")V Z17°]
1 " -
= E L(T_t) / D-A{f(O1"%) + ady f(OL) Y2 + ad. f(O1 ") Zy 2 Yo (1, X0¥) " H VXL )dr
t
1 T, x T, T, T, Z,E
= CE[{J(6:"") +ady [(Or)Y{ " +ad- [(Or") 2y N E]

where N£®¢ is given by (31). Thus, we have v$ = of, that is (47) = (60).
Further, as dzuf(t,x) = VYlty’tz’o‘ = 9(t, x), we obtain that v* = o7 = 9zuf. Therefore, we conclude that for
all (¢,z) € [0,T] x RY,

|02u (¢, )| < C. (61)
Moreover, following the similar argument of Theorem 3.1-(iii) of Ma and Zhang (2002), we know that
fo = Opui(s, X0)o (s, X0%) Vs € [t,T], P —a.s.

Thus, with (61) and Assumption 2.1-1., we also have for all p > 0,

E “Z{@ ”’} <cC. (62)

.
t,T
Induction

Based on the inductive argument, for an arbitrary fixed n € N we assume that (Y02, Z5%%)i<s<r is the
solution to the following BSDE:

T
yhoe = / [H"(r,t,2,0) + ady (O )Yr® + ad. f(O15%) 2,5 dr

T
_ / 25w, (63)



where

n—1 k—i k

1 1
n _ | k—1iat t,z,a _* ytra _* ptro
H"(r,t,z,a) n! Z Zz' 8 0. f(0,%) ,Bj!YBJ"T H ﬂj!ZBJ"T
k=1 p1+---+Br=n—1,8;>1 i=0 j=1 Jj=k—i+1
k—1i k

fand Y Z.k_ o Wf(@f“)ljﬁié;fﬁ_ G2

k=2 B1+--+Br=n,8;>1 i=0 j=k—i+1
(64)
Here, for some constants C,, and Ch,
T ~ T )
E U |H" (r,t, 2, @, w)| dr} <Cn, E [ Y, t’; +/ |z dr] < Ch, (65)
t t
and we also suppose that for all p > 0,
“VYt e ‘VZt o ‘ } < Cp, for some constant C,,. (66)
Consequently, we assume that uy, (¢,x) = %BQY?Z and Z5L™ satisfy
WS(t, )| < C, |0.u(t,2)| < C, E [|Z“” ayt;} <C, Vp>0. (67)

Let (Y(tn:”_f‘) o anz_,f;) JJt<s<r be the solution to the following BSDE which corresponds to the formal differen-

tiation of the BSDE (63) with respect to a:

T
Y. = / [ .0) + 00, O )Y+ F(O )08 25, | dr

T
- / Z009) 2 AW, (68)
where
Hn+1(rat7w7a)
= 0o H"(r,t,x,0) + 0, f(O7"*)Y,0l™ + 0. f (O ") 25" (69)
+a{0a0y f(OLT )} Y0 +a{8 0. f(OL" )y Zhw
k— k
_ k—int t,T,a 1 t,T,a 1 tm,a
Sy s s taaer [ T g
k=1 B1++Bp=n,B; >1 i=0 j=1 =k—
n+1

k—
1) SRS DRI gt R e T e
k=2 B1 -+ +Bp=n+1,6;>1 i=0 i=1 bi! j=k— z+1ﬂ

(70)

Then, as in the case of n = 1, following the similar argument as in the proof of Proposition 2.4 with its remark
in p.29 of El Karoui et al. (1997) or in the proof of Theorem 3.1 of Ma and Zhang (2002), we are able to show

Yt,a:,oz«l»h Yt T, 2 9
li E s Yt,z,a Yt,z,a—O—h _ Yt,z,a — 1
S B | sup | =t YOI sup [ e =0, (71)
and
T t,z,a+h t, T, 2
ZiTeth _ gt
lim E / S Tme o zent .| ds +/ | zizeth Z:i*”;’a\"’ds =0. (72)
h—0 . h n . ’
Next, let
e 1 T n+1 t,x t,z,a t,x, t,x,
Unyr(t,2) = mE‘ H"(rt, @, 0pw) + a0y f(O,7)Y0) L+ a0 f(O:77) 2075 | dr| . (73)
: t

Then, by using Assumption 2.1-3., (65) and (67) to apply Lemma 3-2. to (68), we have for some constants
Cr41 and Cpqa,

T
E [/ |H"+1(r7t,x,a,w)|2dr < Cry1,
t
*p
E UY(;i;’; +/ ‘anﬁr‘f“ dr} < Cpg, for all p >0, (74)
t




and hence |un_ (¢, )| < C.
Moreover, let

T
Ve (tz) = ﬁéE [ /t [H"“(r, ta,0) + ad, f(OL)YLDS 4 ad. f(OL5) 255, ] N,’f‘zdr] , (75)
where (N}®);<,<7 is the Malliavin Delta weight given by (31), again.
Then, as in the case n =1, upy (¢, z) = VY(tni‘f‘) ,» and applying integration by parts on the Wiener space,
we have vy (¢, x) = Oyunyq(t,x) and |O,unyq(t,z)] < C.
e Asymptotic expansion (26):
By the Taylor expansion, we have the following formulas:

Yt,ac,a _ Yt ,z,0 + Z t x, a| + MA+1 1 (]_ — u)]W 8M+1 Yt,:c,lll p (76)
= il 80& a0 AT | T gpririr vmeudt

1
O(t, z) + Za ul (t, ) MH/ (1 —w)Mast 1 (t, z)du,
0

1 M M+1
1—uw)™ 0o
Zt,z,cx _ Z,t,z,O t z,a e M+1 (7 ZLZ,V u:aud v
t +Z laaz la=o + o M!  guM+A1TH " .
M 1
= duo(t,x) = 0oulo(t,x) + Z@lazu%(@ @)+ ot / (1 —w™:aifs10(t, 2)du,
=1 0

where 43,1 (¢, ) == (M + 1)ufy, (¢, x) and Oz 0%y 10(t, z) = (M + 1)0ruly10(t, ).
On the other hand, by the previous result, we have |i%, (¢, z)| < C and |0,1%, (¢, x)| < C for all (t,z) €
[0, T] x RY. Therefore, we finally obtain:

M M
u® — {uo + Z aiu?} O,u%o — {(_%uoa + Z aiazu?a}
i=1

i=1
Then, we have the assertion.

2 2
<M o(M,T).  (78)

Hg p,m

Hg 1

4 Expansion of FSDE

Before providing our main result, we state an asymptotic expansion of E[ap(XthE)} in terms of a small diffusion
parameter e, which is a slight modification of Takahashi and Yamada (2013a, b). Here, ¢ € Cp°, X;z’s =
(Xhmet o XE®SY) fand XE®' 4 =1,.--d is the solution to the forward SDE (7) with s = 7.

Firstly, let us present the Kusuoka-Stroock Functions, which is useful to clarify the order of a Wiener functional
with respect to the time parameter ¢ in a unified manner, and thus to evaluate the error terms in asymptotic
expansions.

4.1 The Kusuoka-Stroock Functions

This subsection introduces the space of Wiener functionals XX developed by Kusuoka (2003) and its properties.
The element of KZ is called the Kusuoka-Stroock function. See Nee (2010, 2011), Crisan and Delarue (2013) and
Crisan et al. (2013) for more details of the notations and the proofs. Let E be a separable Hilbert space and
D™ (E) be the space of E-valued functionals that admit the Malliavin derivatives up to the n-th order. The
following definition and lemma correspond to Definition 2.1 and Lemma 2.2 of Crisan and Delarue (2013).

Definition 4.1 Given r € R and n € N, we denote by KX (E,n) the set of functions G : (0,T] x R* — D™>°(E)
satisfying the following:
1. G(t,) is n-times continuously differentiable and [0%G/0x®] is continuous in (t,z) € (0,T] x R* a.s. for any
multi-index « of the elements of {1,---,d} with length |a] < n.
2. Forallk <n—lal, p € [1,00),
‘;xf (t, x)H < 0. (79)

DFk:p

t—r/2

sup
t€(0,T],zcRd

We write KX for KX (R, 00).
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The properties of the Kusuoka-Stroock functions are the following. (See Lemma 5.1.2 of Nee (2010) or Lemma
75 of Crisan et al. (2013) for the proof.)

Lemma 4.1 [Properties of Kusuoka-Stroock functions]
1. The function (t,z) € (0,T] x R* — X¥ belongs to KE, for any T > 0.
2. Suppose G € KX (n) where r > 0. Then, fori=1,---,d,
(a) / G(s,z)dW! € K41 (n), and (b) / G(s,z)ds € K-\ a(n). (80)
0

0

3. IfGiEICTTi(m),i=17~~,N, then

N N
(@) [JG: e /cfl+...+TN(miin n:), and (b) Y Gi € Knin, r, (minn;). (81)

i =1

Next, we summarize the Malliavin’s integration by parts formula using Kusuoka-Stroock functions. For any
k

multi-index a® := (a1,---,ax) € {1,---,d}*, k> 1, we denote by 0, the partial derivative 5— ‘T’_‘az .
@1 X

Proposition 4.1 Let G : (0,T] xR — D> = D°(R) be an element of KT and let f be a function that belongs to
the space C5°(RY). Then for any multi-index o) € {1,---,d}*, k > 1, there exists H_ (X, G(t,2)) € Kz_la(k)‘
such that

B[00 f(XP)G(t,2)] = BE[f(XF) Hy0 (XF, G(t,2))], (82)
with
1H o0 (X, G(t,2)) e < C(T, @)1= 072, (83)

where H ) (X{, G(t,)) is recursively given by

N

j=1

H (XY, G(t,x) = Hey (X7 Hyoen (X7, G(t, 1)), (85)

and a positive constant C(T, x) is depending on T and z. Here, (’yj;t/)lgi,jgn is the inverse matriz of the Malliavin
covariance of X7 .

Proof. Apply Corollary 3.7 of Kusuoka and Stroock (1984) and Lemma 8-(3) of Kusuoka (2003) with Proposition
2.1.4 of Nualart (2006). O

Remark 4.1 Kusuoka (2003) shows that Proposition 4.1 holds under the UFG condition. See p. 262 of Kusuoka
(2003) for the definition of the UFG condition. We remark that if the coefficients of the forward SDE satisfy
the uniform Hormander condition, then they satisfy the UFG condition. We also remark if the coefficients of the
forward SDE satisfy the uniform ellipticity condition, then they satisfy the UFG condition.

4.2 Asymptotic Expansions for the Expectation of Functional of the Solution
to FSDE

This subsection derives the asymptotic expansions for the expectations of the composite functionals of smooth test
functions ¢ € Cp° and the solution to the forward SDE (1). Hereafter, let us denote Xf”;ﬁ’s by %83; X;z’s, i€ N.
In the first place, we characterize the expansion of the solution to the SDE (1) as a Kusuoka-Stroock finction.

Lemma 4.2 For s € (¢,T],

XPr ek, ieN. (86)

Proof. We prove the assertion by induction. First,

0 !
Xt,x,s —
Oe”® z;
o

/ VXD VX L) o , X)W
t

—e / VXD (VXL Vo (u, X0 oy (u, Xp™ %) du | . (87)
t

Since VXL®¢ (VXL™)~t € KT and o, j = 1,- - -, d are bounded, we have B%Xz’z’e € KT by using the properties
2 and 3 in Lemma 4.1.
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For i > 2, L & xtos — (1 oL xtwel . L 3; Xﬁ’z’e'd) is recursively determined by the following:

) 3l et il Bet LETNr)

. Q) s B .
10 tx,e,l 1 9% t,x,e,dy ! twe
il Ot X - Z H E@E'bk X 3d(B>b (u’ X! )du
ig,d(8) t k=1
0 s s 1 aik d
- t,x,e,dy l. tae ;
! Z /z Hiklasik Xu Zadwwj(u,Xu YW
ig,d(8) k=1 =
(2) s B 1 9 d .
ap> / I X ) D2 Gawar(w, X0 5)awy, (88)
i5,d® 7t k=1 " po
where
(4) i
1
DD 3 “©
ig,d(8) B=lig€L; 3 dB)e{1,-,d}B
and

B
Liﬁ = {i/@ = (ilv"'7i/3); Zlk =1 (Zvlka € N)} . (90)

The above SDEs is linear and the order of the Kusuoka-Stroock function % 5’; > X5™¢ is determined inductively by
the term
(=1 s ) B 1 o d _
> / vxios (vxem) T P S > Qa0 (u, X)W € KT, (91)
ig,a(d '’ k=1 j=1

Since this term gives the minimum order in the terms that consist of (88). Then, %59; Xb®e ¢ KT by using the
properties 2 and 3 in Lemma 4.1. O

The next proposition presents precise evaluation of the asymptotic expansions for the expectations of £/ [cp(X;’z’E)}
and F [@(X;I‘E)N;’I’E} o(t,z) for a given smooth function ¢.
Proposition 4.2

1. For ¢ € C°(RY), there exists a constant C(N,T,z) depending on N, T and x such that

N
Blp(X3™)] - {E[w()?;“’)]+ZsiE[so(X§f’°>w:;;}} <VTIO(N, T, 2)(T — )N/, (92)
i=1
where X520 = X520 4 EXIZ”;’O and
(1) k
mr = Y HuwoX [ X000, i=1, N (93)
Lo (R j=1
Here, we use the following notations:
9 =
Xip = g X lemo =) / VXITUVXL) oy (u, X AW, (94)
j=1"*%
t,z,0,c; 1 87' t,x,e,a;
Xir = Noei T 7% |e=o. (95)

2. For ¢ € C°(RY), there exists C' depending on N, T and x such that

N
Elp(X5™)Ng= o (t, z) - {E[so@;’f““)zvé;;]a(t,x) + ZsiE[so(X;M)Nf;;]o(t,m)}|

=1
< NTON, T, ) (T — 1) VT2,
(96)
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vt,z,0 t,x,0 t,x,0 t,x t,z,1 t,x,d t,x t,x,l t,z,d .
where Xp™" = Xp™" +eX 7 Noip = (Ng'p 5+, Nop®) and Njp = (Npp s+, Npop%), i =1,--- N are
given respectively by

d
Ny® ZH(J) (Xhm0 9, X5=09), 1<k <d, (97)
and
d
NEt = 37 Hi (X570, 0 X4 mt) 4 Oyt 1<k < d. (98)
j=1

Remark 4.2 The result 1 is almost same error order as in Lipschitz case. That is, for a Lipschitz function ¢ on
RY, there exists a constant C(N,T,z) depending on N, T and x such that

Elp(X47)] — {E[so(X%’“"O)] + ZaiEMXw)w:;;]} ENTLON, T, 0)(T — )M +2/2, (99)

=1

However, in Lipschitz case, the expansion error for E[p(X5"°)Nu"]a(t,x) is given by

Blp(X5")NE"“Jo(t,x) - {E[w(X?I’O)NS Slo(ta) + Y Elp(X5 )N ot x>}|

i=1

< NTIO(N, T, a) (T — t) N D72,
(100)

We also remark that when ¢ is a bounded Borel function (even if it is non-smooth), we have

Elp(X577)] - {E[w(x;f'°)1 + ZsiE[w()?tT””‘O)wf:i]}

i=1

NTYO(N, T, 2) (T — )N HD/2 0 (101)

N

Elp(X55“)NE> o 1, z) - {wa;“wvézi]a(t, z)+ ZaiwatT’x’O)N;;;]a(t,x)}‘

=1

< NTOWN, T, 2)(T — )N/

(102)
Proof. The proof mainly relies on Proposition 4.1 and Lemma 4.2.
1. X5®° degenerates when ¢ | 0. Then, we define Fn™° as follows:
Xt,x,s _ Xt,x,O
Fptt = = ——. (103)

F;*° € D™ is a non-degenerate Wiener functional by Assumption 2.1. Let &,(-) be the delta function.
§y(Fp™) € D™ = Uk Ng>1 D% is expanded as follows:

Sy (Fp™®) = §y(Fp™°) +Z 'a =8y (F)|e=0 (104)

(1—u)N oNt! »
+ENH/ N gt O (P ) lv=cudu.
0 .

Therefore, the density of F;‘Z’s is calculated by the integration by parts:

P T0,y) = E[5,(Fr)
N
= Ely(Fr™)] + ) e Elby(Fr*)m 7]
=1
1
+ [ Y Bl (R, (105)
0
where
(N+1)
~t,x,eu ,T,EU t,x,eu, o
AT = (N4 1) > Hyw (X7 Hxl+1T7, (106)
lj o (R)
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Then, we have

/ et Toa,y)dy = / e(y)p (tTwydy+Z / D XET =yl (L T2, y)dy
R4 R4

1
+€N+1/ (1 fu)N/dgo(y)E[Trf\,ﬁjuﬂX;ﬂ‘z‘E“ =ylp*“ (¢, T, z,y)dydu, (107)
0 R

where p°(t, T, x,y) stands for the density function of X%*° and p°(t, T, x,y) is given by
1 (w-x5"0ze- Htmw xHm0OT

0 —
t, T = e2 1
p ( ’ 7$,y) (27T€2)d/2 det(E(t,T))l/Qe 2 ’ ( 08)

with the covariance matrix X(t,T) of Fi*° For N € N, 1 < k < N + 1, there exists C;Vi;:kT € KNi1tr
such that

N+1

Elp(Xp™)iiie] = Y., D, Blo.wmeXE )& ) (109)

k=1 (k) c{1,...,d}*
Therefore, for some positive constants Cx, k =1,---, N + 1 and C(N, T, z),

N+1

> Cnlick wrll (110)

IN

| B [ (X5 )75 ]|
< C(N,T,z)(T — t)N+2/2,

2. Differentiating E[p(X5™%)] with respect to x, we have

N 1
Elp(Xp")Np™) = E[f(Xg" )NGG1 + > e Elp(Xp™0)Nj7] + M / (1 =)V E [p(Xp"“ ) NG5 ] du(111)
i=1 0
where Ny©i = (Ng55p, -, N]t\,if%) and
d
tx,ek vix,e vizx,e, x,E ,T,E
NETEh = D HG (R0 06X 559785 1) + AN o (112)
j=1

We remark that there exists £3%5 , 7+ € K414, such that

N+2

Elp(Xp" )Nir] = D, Y., B0.me(Xa")ER wr) - (113)
k=2 o(k)e{1,...,d}*

Therefore, for some positive constants Cx, k =1,---, N + 1 and C(N, T, z),

N+1
B [p(XE" NG 2] <0 ) CrlleRTi ol (114)
< CO(N,T,z)(T —t) V272,

5 Main result: Asymptotic Expansion of FBSDE

This section finally derives our main result which is asymptotic expansions of u®°(¢, z) in (9) and d,u**(t,z)o (¢, x)
n (10).
First, applying the Malliavin weights Tl't ¥ and Nt ¥ s € (t,T], 1< i< N in Proposition 4.2 with p°(t, s, z,y),

€ (t,T] in (108) , we define an approxlmatlon sequence for (u”%, 9,u’¢a). Let (u®=N,0,u’*N o) be

uO‘S‘N(t,a:)::/ {I—I—ZEE f;tho y]}po(t,T,x,y)dy,
Rd

14



(axuO’E’NU)(t, z) = (8xu0’E’N(t, z))o(t, )

= / | 9W)E [Ny 7| X35 =y p°(, T, 2, y)dyo (¢, z)
R

N
—&-Z&i/ gy)E [NZ;D?;TO = y] p° (¢, T, x, y)dyo (t, x).
i=1 R4

Also, for n € N we define (u2=", 9,uy*N o) as

T N T
uy=N(t,x) = E U F"(r,t,,0, Xi’”’o)dr} +> B U F"(T,t,m,O,Xﬁ’w’o)ﬂ';:fdr}
t Y t
/ / "(r,t,2,0,y) {1+Z€E tht’z’O y]}po(t,r,x,y)dyds,
R4

and
N T
dpud =N o (t, x) [/ [F™(rt, 2,0, X250 NE fdr] o(t,x) + ZEiE {/ [F"(r,t,z,0, Xﬁ’z’o)}Nf,’fdr} o(t,x)
i=1 t
T N
/ / F"(r,t,z,0,y) {E [Né:f\f(ﬁ’z’o = y} + ZEZE [ny’ﬂ)f(ﬁ’z’o = y] }po(t,r, z,y)dydso(t, ),
t R4 i=1

where F" is defined as (32) and (33) in Theorem 3.1.
Then, setting each g and F" as ¢ in Proposition 4.2 , we obtain the following result.

Corollary 5.1 It holds that:

Jue =N, < SO, (115)
[0:u* 0 — dpu® N[}, < ENON,T), (116)
sy
and that for each n, N € N,
i, <0 a
[ozunto = D= o [, < SCTROW,T), (118)
JH

where C(N,T) stands for a generic constant depending on N, T.
Finally, combining Theorem 3.1. and Corollary 5.1 above, we state our main theorem, which shows expansions
of u™*(t,z) and 9,u™*(t,x)o(t,z) in terms of the perturbation parameters of the driver o and the forward SDE e.

Theorem 5.1 For any M,N € N, there exist generic constants C(M,T) depending on M, T and C(M,N,T)
depending on M, N, T such that

2 o 2
u® { N Z atu O © N} + [|0zu o — {&EUO’E’NJ + Z aiazu?’E’NU}
Hg .1 i=1 Hg
< Mo, T) + 2N TYe(M, N, T). (119)
Proof. We have the following inequality:
M 2 M 2
u®® — {uO’E’N + Z oeiu?’g’N} + [|0zu o — {azuo’s‘NU + Z aiazu?’s’NU} (120)
i=1 Hg =1 Hp,ur
M 2
< “’E{ °5+Zo/ “} (121)
Hg,u,1
2
S R s S -
Hg,u,
o 2
+ |0pu o — {axuo’ea + Z aiazu?’sa} (123)
i=1

Hpg p,

15



2

N (124)

M M
0, in 0, 0,e,N in  0,e,N
Ogu o + E a'Opu; S0 p— 4 Opu T o+ E a'Oyu; " o

=1 i=1

Hg,u,

By Theorem 3.1. and Corollary 5.1 we have the statement. O
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